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1. Introduction
Comparison of centralized scheduling and decentralized scheduling were presented in [1] with 200ms scheduling period. The decentralized scheduler yields a small less performance than centralized scheduler. While the fairness remains same, RoT overshoot is higher in the case of decentralized scheduling. Unfortunately the document does not have a data with shorter scheduling period and delay, which should be the merit of decentralized scheduling. Therefore we evaluate decentralized scheduling with 10ms scheduling period with 10ms delay.
2. Simulation conditions
We evaluate three cases shown in Table 1. Case A is the centralized scheduling, i.e. Rel99. Case C is decentralized scheduling with 10ms scheduling period. Other assumptions are shown in appendix A. 

Table 1  Simulation conditions for TFC control

	Case
	TFC control type
	TFC control period
	UL request delay
	DL assignment delay

	A
	Centralized (RNC)
	200ms
	60 to 100ms (uniform)
	60 to 100ms (uniform)

	B
	Decentralized (Node B)
	200ms
	60 to 100ms (uniform)
	60 to 100ms (uniform)

	C
	Decentralized (Node B)
	10ms
	10ms total delay is assumed


3. Evaluation results
Figure 1, Figure 4 and Figure 7 show cell throughput vs. average RoT in different fading conditions (Ped B 3km/h, Veh A 30km/h, Veh A 120km/h). As we expected, decentralized scheduling with 10ms scheduling period shows best performance in PB3 because the variation of the fading is slow enough for 10ms scheduling. 4% throughput gain at average RoT=5dB is obtained to centralized scheduling. In VA30, decentralized scheduling with 10ms scheduling period showed worst performance. We think that 10ms scheduling period is not sufficiently fast for the variation of the fading and also it is not sufficiently long to average the fading. In VA120, all curves are similar. From this, we could say that even 10ms scheduling period is enough to average fading variation for VA120. Therefore, much difference was not seen between the three cases.
Statistics of RoT variation are shown in Figure 2, Figure 5 and Figure 8. In those figure, decentralized scheduling with 10ms scheduling period has similar or smaller RoT variation than centralized scheduling. Therefore, shorter scheduling period makes RoT stable.
Fairness curves are shown in Figure 3, Figure 6 and Figure 9. Fairness curves of three cases were quite similar each other for all channel model.
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Figure 1  Cell throughput vs. average RoT (PedB3)
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Figure 2  Percentage of time the RoT is greater than 7 dB (PedB3)
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Figure 3  Fairness curves at target RoT=5dB(PedB3)
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Figure 4  Cell throughput vs. average RoT (VehA30)
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Figure 5  Percentage of time the RoT is greater than 7 dB (VehA30)
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Figure 6  Fairness curves at target RoT=5dB (VehA30)
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Figure 7  Cell throughput vs. average RoT (VehA120)
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Figure 8  Percentage of time the RoT is greater than 7 dB (VehA120)
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Figure 9  Fairness curves at target RoT=5dB (VehA120)
4. Conclusions
In this document, decentralized scheduling with 10ms scheduling period was evaluated. According to the results, it has 4% cell throughput gain than centralized scheduling in PB3. On the other hand, the gain was lost in VA30/120. But as general, not so big difference among three scheduling methods were obtained. Therefore, some other technique (e.g. HARQ) would be necessary to obtain sufficient gain as an enhancement.
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Appendix A: Simulation assumption

Table 2  Simulation conditions
	Parameter
	Assumption
	Comments

	Channel model
	PedB3, VehA30, VehA120
	

	Traffic model
	Full buffer
	

	TFCS
	TFCS 1
	384, 256, 128, 64, 32, 16, 8kbps

	Cellular layout
	7sites, 3cell wrap-around
	Site to site distance: 2800m

	Simulation duration
	40s, 5times
	

	Number of UEs
	10
	

	TFC control
	Enabled
	3 conditions are shown in Table 1.

(at least 8kbps is allocated to all UE) 

	Scheduler
	Proportional Fair
	

	TFC selection
	Enabled
	Parameters: X=15, Y=30, Z=30

Ptx estimation error is not assumed

	Maximum UE transmit power
	21dBm
	

	Inner loop power control
	Enabled
	1dB step, 1500Hz, 4% error 

	Outer loop power control
	Enabled
	0.5dB step, FER=1%


The other assumptions are referred from [3]. Link curves in [4] are used.

Appendix B: TFC control algorithm
In [5] and [6], TFC control algorithm for centralized scheduling and decentralized scheduling were presented. We used similar TFC control algorithm as shown below. In order to take into account the other cell interference, we calculate it in power domain. In the following algorithm, we do not consider amount of data in UE buffer, since full buffer traffic is assumed in this document. But that should be taken into account in the case of the other traffic models.
Target received power at a cell per antenna is 
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Eq. 1
Required received power of TFC#k at a cell per antenna is 
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 is a target level per antenna for TFC#k which includes DPDCH and DPCCH.
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Eq. 2
Prior to TFC control process, the other cell interference at cell#j per antenna 
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 also includes received power of UEs which are not scheduled by cell#j but cell#j is in their active set. 
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Eq. 3
In TFC control process, at first, minimum TFC is allocated to all UE. After that, higher TFC is allocated by time/rate scheduling manner according to the priority of each UE (proportional fairness, round-robin, etc). The allocation is carried out by Eq. 4, Eq. 5 and Eq. 6 for both centralized scheduling and decentralized scheduling. 
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Eq. 4
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 is a received power of the temporarily allocated TFC#k, where 
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 is a reported value of power resource from UE#i. In case the centralized scheduling, minimum rate within active set cell is considered.
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Eq. 5
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 is updated as in Eq. 6.
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Eq. 6
Eq. 4, Eq. 5 and Eq. 6 are repeated for all UE in the system. In case 
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 becomes zero or less than minimum TFC, scheduling for cell#j is ended.
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