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1 Introduction

Scheduling of UE transmissions is an important part of 3GPP studies. A number of techniques have been proposed for uplink scheduling [1-7]. One of the most fundamental problems with the uplink scheduling techniques such as uplink rate and time scheduling is that the functions of scheduler are distributed among the UEs  and Node-B therefore we can assume that they are decentralised. Since downlink scheduler is centralised in Node-B and scheduler is aware of amount of load and congestion of all the UEs, it can make better scheduling solution but in the uplink this is not the case. For instance in current W-CDMA system uplink rate scheduler gives the power to the UE to decide its transmission rate autonomously from the TFCS signalled by the RNC. Not involving Node-B, has its own benefits of not loosing the uplink performance because of delay experienced during reporting process from Node-B to UE. At the same time it creates a deficiency for uplink scheduling: While in downlink scheduling, Node-B completely aware of the amount of congestion of the buffers allocated for each UE in FIFO, even if Node-B becomes involved partially, in a distributed uplink scheduling, UEs has no idea about the congestion of data or amount of data sitting in the buffers of other source UEs waiting for transmission. This is equivalent of saying to Node-B downlink scheduler that: “We are only giving you information about the amount of data of FIFO buffer of one UE. We don’t let you have any idea about the other UEs data.” The result will be catastrophic for downlink scheduling. Under this assumption most of the existing downlink scheduling techniques will simply fail. 
Our studies shows that by introducing some simple mechanisms, it is possible to transform the decentralised uplink packet scheduling to virtually centralised uplink packet scheduler which will lead to better decisions regarding transmission format. 
2 Outline of Strategy 

The proposed strategy enables the UEs to make better decisions on bit rate or waiting time, format of transmission or assigned thresholds [7] for uplink packet scheduling by having information about what’s going on with other source UEs in the same cell at uplink. We assume that, as it is shown in Figure 1, Node-B serves number of destination and source UEs and each UE is assigned a packet data buffer. Source UEs try to reach destination UEs through the Node-B. During each uplink scheduling event, source UE determines the amount of packet data existing in its buffer and waiting for transmission. Assuming the n-th source UE belongs to the j-th group of service with the same delay tolerance, source UE divides this value by the maximum length of its data buffer so that
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where index m represents current TTI or uplink scheduling event, N is the total number of the source UEs, 
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 is the maximum packet data buffer length which depends on the service group j. As an example, UE multiply this value 
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 by 100, takes the integer part and sends the result, which represents a ratio between zero and one and can be shown only by 7 bits (1 information bytes), as a message to Node-B. 
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Figure 1 Base station serves both destination and source UEs

Node-B receives this message from each served UE at uplink which shows how much packet data currently waiting in each source UE’s buffer for transmission (i.e. Node-B is aware of maximum data buffer assigned to each service). Node-B groups source UEs to different classes of services. It then determines the distance of ratio sent by each source UE from the minimum ratio in each class so that
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where Nj represents the number of present UEs in groups j of services. Node-B then determines the distance of ratio sent by each UE from the average ratio in a class of Ues. To do that Node-B first determines the average received ratio so that 


[image: image6.wmf](

)

(

)

m

i

L

Norm

Buffer

N

m

Ratio

Avg

j

N

i

j

j

å

=

=

1

_

_

1

_

                                                  ( 3 )

The distance form average is expressed as
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Node-B converts these values to two information bytes and sends them as a message (i.e. different messages to source UE), back to source UEs during current uplink scheduling event. By receiving this message, source UE has the unique capability to combine the knowledge about exact amount of packet data in its buffer, congestion provided by these two relative credit values and its own knowledge on radio channel condition in terms of SINR so that
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where 
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 is the knowledge about quality of channel in uplink between the k-th source UE and corresponding Node-B, 
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 is a function that combines this metric with the overall distance from minimum and 
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 is the final metric based on which the length of waiting time or MCS level or even the updated value of thresholds for packet scheduling [7] is decided. Following example tries to explain the advantages of current algorithm. In Figure 2, a situation is shown in which four source UEs A, B, C and D try to reach their corresponding destination UEs A, B, C and D through Node-B. 
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Figure 2 Credit based Virtually Centralized Uplink Scheduler

It is assumed that all the UEs experience similar radio channel conditions and SINR ratios. They support streaming real-time service with similar delay tolerance. It is also assumed that C1 is the credit value related to distance from average and C2 is the credit value related to distance from minimum ratio. It can be seen that UE A has received C1=49 which means the amount of data in its buffer is well above the average amount of ratios of all UEs. It also receives a C2=75 meaning that it is far away from UE with minimum buffer data. Looking at its buffer this source UE realizes that its packet data buffer is almost full and it needs to transmit faster to empty its buffer to come down to reach average data levels. Among other UEs, UE D has received poorest credit values. This UEs will have the slowest transmission rate because it assumes that is has already transmitted successful enough and currently not enough data has for transmission. Therefore its buffer will be started to grow to reach average level. Current proposed technique introduces controllable fairness to uplink packet scheduling. When a UE receives a high distance credit from minimum and is well above average it knows that it has a high amount of data in its UE buffer which has to be delivered. This UE will switch to higher MCS levels. Other UEs that are already well below average (the data in the UE buffer is well below average length) and with low distance from minimum will slow down. The result is a balance between UE buffer lengths: UEs with high amount of data waiting to transmit will have the chance to catch up with other source UEs and empty its buffer to a lower level close to average. UEs with high minimum and average credit will have their buffer length increased to near average level. The result is a balance between the existing loads in the UE buffers and fairness for packet delivery process at uplink. 
In this example, it can be seen that current proposed virtually centralized uplink scheduler makes UE aware of its situation, comparing to other served source UEs, by any specific Node-B in a cell or sector, in terms of packet data congestion and amount of existing competition over using radio channels. In making a decision about the transmission time (waiting time for other UEs) and transmission rate or update of assigned uplink scheduling thresholds, the UE not only has an idea about its radio channel but also it has an idea about the overall situation with other UEs, therefore it is able to make more efficient decisions. Significantly Better QoS, better throughput and lower packet delivery delays are expected comparing to the case where this mechanism does not apply. 
This can solve the problems with the fundamental shortcomings of scheduling at uplink: Uplink capacity can be wasted when the channel allocated to a UE which has only a small amount of data to send. On the other hand when UE has a high amount of packet data in its buffer, it can occupy radio channels for a longer time than appreciated. The result is a catastrophic delay for continuous real-time streaming services. 3GPP documentations [3-4], [7] thresholds have been suggested for UE to achieve a flexible packet scheduling strategy, avoiding under utilization of radio resources. By employing current strategy setting the values of thresholds becomes more robust avoiding the problems with under utilization of radio resources. 
Assume a situation in which thresholds are not allowing the UE to transmit with a higher rate. Also assume that the profile of packet traffic congestion is changed and for current uplink scheduling event other UEs has a little data to transmit and for them the thresholds also do not permit transmission with high rate. While for RNC it will take a time to realize the situation and correct it, during this time, the desired UE won’t be let to transmit efficiently for a while and will experience an unnecessary delay. Avoiding this delay is critical for UEs with real-time continuous streaming services such as voice or video. In our proposed virtually centralized uplink scheduling strategy, source UE has a real-time knowledge of congestion and its situation comparing to others. It knows what is happening to other UEs in the terms of the existing data in their buffers. When it has received high credit values from the serving Node-B, it realizes that all the other UEs have few amount of data to transmit and overall congestion is low. Our proposed strategy allows UE to modify the assigned thresholds (if the radio channel is also fairly good) and transmit in this situation with a higher rate to prevent unnecessary delay and waste of radio capacity.

When the amount of communication from Node-B to source UE in uplink matters and may limit the uplink performance, Node-B may receive the amount of data in UE buffer not for every uplink scheduling format but every couple of uplink scheduling events. UE will send the information to Node-B for every couple of uplink scheduling events rather than every single uplink scheduling event. When even transmission per couple of uplink scheduling events is not acceptable and delay due to communications between Node-B and UE is troublesome, it is highly desired to estimate this ratio in Node-B rather than relying on the information sent by UE. In this case rather than sending this information to Node-B at every uplink scheduling event, the information from UE is sent to Node B at the beginning of packet call. UE should be capable of determining its amount of packet data to be sent, at the beginning of packet call and then send it to Node-B. As communication proceeds further, an estimate of remaining data in each source UEs data buffer will be updated, and used to issue new credit values for UE at each uplink scheduling event. 
3 Conclusions

By introducing simple message exchanges between Node-B and UEs, it is possible to realise virtual centralised uplink packet scheduler. Two major advantage of the proposed strategy can be explained as:
1. Provides controllable fairness and QoS control to uplink packet scheduling. When a UE receives a high distance credit from minimum and is well above average, it knows that it has a high amount of data in its UE buffer which has to be delivered. This UE will switch to higher MCS levels. Other UEs that are already well below average (the data in the UE buffer is well below average length) and with low distance from minimum will slow down. The result is a balance between UE buffer length: UEs With high amount of data waiting to transmit will have the chance to catch up with other source UEs and empty its buffer to a lower level close to average. UEs with high minimum and average credit will have their buffer length increased to near average level. The result is a balance between the existing loads in the UE buffers and fairness for packet delivery process at uplink.
2. By localizing the knowledge of congestion it reduces the number of transmission to higher radio layers (e.g it reduces the number of transmissions attempts and consulting events between Node-B and RNC).              
The Enhanced UL DCH should permit use of such advanced packet scheduling strategies to enable provision of better QoS control and fairness as well as for example capacity and spectral efficiency.  Therefore addition of appropriate L1 signaling to support the transfer of scheduling credit value from Node B to UE is proposed. Consequently, suitable text proposal for inclusion in TR 25.896v1.0.0 is attached in Annex A for approval.    
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 Annex A:  Text Proposal

The following text is proposed for Section 7.1.2.5.1 of TR25.896 v1.0.0.

7.1.2.5.1
L1 Signalling

Two new L1 messages are introduced in order to enable fast time and rate control between the Node B and the UE.

· Scheduling Information Update (SI), sent in the uplink by the UE to the Node B. With the SI the UE can provide the Node B buffer occupancy and rate or power information so its scheduler(s) can maintain fairness and determine the UEs TFCS indicator and appropriate transmission time interval.  

· Scheduling Assignment or Grant (SA), sent in the downlink by the Node B to the UE.  With SA, the Node B can set the TFCS indicator and subsequent transmission start time(s) and time interval(s) to be used by the UE.

· Scheduling Credit Value (SCV), sent in the downlink by Node B to the UE.  With SCV, the NodeB has extra flexibility to achieve better UL congestion control and scheduling fairness.  Using SCV, the Node B can provide for example an indication of relative QoS achieved to the destination and relative buffer occupancy in UE.   
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