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1. Introduction

Low client-server round-trip time (RTT) is of great importance to several applications. Examples hereof are the popular multi-user first-person-shooter games, where rapid response from the game server obviously is a matter of life and death for the players. Among gaming “professionals”, it has become common to test the RTT, e.g., through the use of ‘ping’, and only enter the game if a sufficiently low delay is observed. Another important case when low client-server round-trip time is essential is TCP-based applications, where the congestion control mechanisms of TCP limit the data rate as a function of the observed RTT. A too large RTT may in this case lead to inefficiency in the radio-resource utilization and degraded end-user performance. 

The RTT basically consists of three parts: a non-TTI dependent latency, a TTI-dependent latency, and a part depending on the amount of data transferred. This is schematically illustrated in Figure 1. The non-TTI dependent latency largely depends on the network implementation and configuration, while the TTI dependent part (obviously) depends on the TTI and the data dependent part is affected by the data rate used. Note that processing delays in the decoder also depend on the TTI as a shorter TTI results in smaller data blocks and thus faster decoding. Furthermore, incoming data to be transmitted need to wait until the start of the next TTI.

In this contribution, the performance of TCP is investigated. By including TCP, the impact from the slow start mechanism is captured, which is especially important for small object sizes. Protocol simulations are used to show the impact from a shortened TTI and an increased peak rate and provide insight not possible to get from simplistic throughput calculations.
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Figure 1: Schematic illustration of the contributors to the overall roundtrip time.

2. Simulation Results

To investigate the influence of different uplink enhancements on the end-user performance, an application generating packets with log-normal packet size and a 5 kbyte median size has been simulated. The delays in the internet and core network has been set to zero in order to clearly illustrate the impact from delays in the radio access network. The RLC configuration used was found to give good performance and represents a typical setting in a realistic network. The probability of RLC retransmissions is assumed to be 1%, which can be achieved with a proper setting of the uplink BLER target or through the use of uplink hybrid ARQ. HS-DSCH has been assumed in the downlink.

The results are plotted for three different uplink cases:

· Using 10 ms TTI and 384 kbit/s data rate (Rel5 reference case)

· Using 2 ms TTI and 384 kbit/s data rate

· Using 2 ms TTI and 1.536 Mbit/s data rate.

The overall object transfer delay with different enhancements is illustrated in Figure 2, normalized to the Rel5 reference case. As seen in the plots, shortening the uplink TTI to 2 ms will significantly contribute to an overall client-server RTT reduction. In addition to the obvious reduction in delay from the TTI itself, a reduced TTI allows for reduced processing delays as well. The smaller payload resulting from a reduced TTI (assuming unchanged data rate) allows for a reduced processing time in the decoding process. Furthermore, incoming data to be transmitted need to wait until the start of the next TTI. On average, this waiting time accounts for half a TTI and is obviously shortened with a reduced TTI. The overall improvement from a reduced TTI is approximately 30%.

Increasing the data rate from 384 kbit/s to 1.536 Mbit/s improves the transfer time by an additional 20%. The reason for the relatively modest improvement is the slow start mechanism in TCP, which in conjunction with small file sizes does not allow a full utilization of very high data rates on the radio link. For a larger object size, the improvement is larger than 20%.

It should be stressed that a high data rate cannot be fully utilized unless the roundtrip time is sufficiently small. Hence, a short roundtrip time is a prerequisite for high uplink data rates in the scenario modeled. Furthermore, the smaller the objects are, the larger the importance of a short RTT.

Finally, improvements in the uplink may well improve the performance of the downlink HS-DSCH. Gains in HS-DSCH downlink transfer times of up to 40% have been observed in the simulations by using a short uplink TTI and a high uplink data rate.
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Figure 2: Normalized transfer delay for the three cases considered.

3. Conclusion

Simulations have shown that a short, e.g., 2 ms, TTI significantly improves the overall performance for TCP based applications. It is recommended that the results in Section 2 are incorporated in the TR. 
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