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1. Introduction

At the joint R1/R2 meeting on HSDPA different approaches for the TTI parametrisation were discussed. It was concluded that a semi-static approach should retained as the working assumption. However values for the TTI should be further discussed. From earlier discussion it had been agreed  that the set of allowed values may be a sub-set of (Tslot, 3xTslot, 5xTslot or 15 Tslot) as documented in [1]. AT the joint the it was clear that one value smaller that 15 slots was to be considered as a minimum. 15 slots had also been discussed but concerned had been expressed on the impact on UE complexity and memory requirements  in relation with H-ARQ operation. 

In this contribution we clarify H-ARQ operation assuming a N-SAW ARQ as a reference for the discussion on TTI, knowing that the ARQ protocol is under discussion in RAN WG2. Indeed approached based on a Selective ARQ were discussed at the last meeting. [3]. We particularly insist on the multi-user aspects which has not been addressed in quite details so far. Then impact on the selection of the TTI is discussed. 

From this discussion it is concluded that what matters from the UE perspective is the memory requirements and processing time requirements. Multiple dimension may be played with : the TTI, the number of processes that run in parallel at the cell level for the HARQ for a synchronous N-SAW ARQ and the user multiplexing. For a fixed memory requirement and for a fixed number of N processes, it is concluded that larger TTI may be taken considering that the UE is not scheduled transport block on each TTI, depending on the UE capability. 

2.  H-ARQ operation 

Different approaches have been discussed for the H-ARQ : a synchronous N-Stop and Wait ARQ and asynchronous ARQ. Also other approaches based on selective repeat were presented in RAN2 in [3]. For the TTI discussion we will concentrated on the synchronous approach as this was used as a reference also in [4].

For the N SAW synchronous ARQ, N processes are run in parallel for HARQ. The Nth process is identified in an implicit fashion based on the radio frame length and/or position within the frame assuming TTIs shorter than the radio  frame length. There is therefore no explicit identification of the Nth channel.

Considering the multi-user dimension our understanding of the N SAW is as follows :

N runs for all UEs together. There is hence a relationship between the HARQ operation and user multiplexing. Considering all UE have the same TTI within a cell, if an erroneous block was transmitted on the x-th sub-channel the block should be rescheduled on a xth sub-channel not necessarily on the next opportunity of the nth sub-channel as other UEs may be schedule a block on that xth sub-channel. This is illustrated in the Fig-1, where N=4.Of course if UEs were allocated different TTI, then all this is to be re-evaluated as it is not clear whether the smallest TTI should be considered for the sub-channel identification (considering the first slot of the TTI rather than all slots).
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Fig-1 : 

In addition, if the UE is not scheduled blocks on each TTI, the number of processes as seen from the UE may be smaller than N. e.g. if the UE is scheduled TTI every N TTI then the UE in effect manages ARQ as if there was one process only. Alternatively assuming a TTI = 5 slots and N=6, the UE would see in effect 2 processes if the UE is scheduled TTI every 3 TTI. So if we were to define NUE the number of processes as seen by the UE NUE=N/W, where W is the periodicity of scheduling. This is illustrated in Fig-2 below. In Fig 1,User 1 (UE) is allocated only one TTI every 6 th TTI, whereas UE 2 is allocated TTI in a non periodic fashion and UE 3 is allocated TTIs every 3th TTI.
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Fig-2 : Impact of User multiplexing on the number of processes to handled

3. Relationship between TTI, N and scheduling

In discussion on TTI selection a concern has been the memory requirements as well as the processing time when large TTI are assumed, such as 10 ms. 

3.1. Memory requirements issues 

However with the assumption that the UE is scheduled all TTIs, [4] showed that the memory requirement is proportional to NxMxTslot . So if we were to fix the memory requirement to a constant value, it means that NxM is constant  where N is the number of sub-channel in the N-SAW ARQ and M is the number of slots per TTI. Therefore the TTI value cannot be discussed in an isolated way. The HARQ parameters play a significant part in the discussion. 

In earlier discussions on TTI and number of sub-channels for HARQ, an implicit assumption had been that  the  UE may need to receive transport blocks on each TTI. This is also the case in a contribution presented in this meeting [4]. However as explained in the previous section, we can see that when taking into account the multiplexing between users, the number of processes effectively seen from the UE NUE can be smaller than N. In particular if the UE is scheduled one TTI every K TTI, the UE seen  N/W processes and this is this NUE=N/W that impact the memory requirement rather than N. Therefore there are in effect three parameters to play with :  the number of processes N as seen from the Node B, NUE the number of processes as seen from the UE and M the number of slots per TTI. 

The memory requirement is proportional to 
[image: image3.wmf]M

W

N

´

, considering a fixed number of data bits per slot for transmitted slots. Considering that N would be a fixed parameter in the specification, it means that for a UE 
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 should be a function of the UE memory capability. So larger TTI may be considered at the expense of the scheduling (user bit rate) for that UE. E.g. 5 slots TTI for N=6, with blocks scheduled on each TTI, lead to the same memory requirements as 15 slots TTI and N=2.

3.2. Processing issues

Processing time is the other important issue when fixing the parameters. In [4], processing time is also discusse but with the assumption again that the UE is scheduled blocks every TTI. The Fig- 1 of {4] is reproduced here for reference. 
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Fig-3 : Processing time and dependency on M and N

The derive processing time as indicated in [4] is hence as follows 
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[4] derived hence that for a fixed memory requirement 
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, the processing time 
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decreases as the number of slots per TTI decreases at a fixed buffering requirement.

It should be noted that multiple NxTTI, N blocks are to be processed.    

If now we introduced the scheduling aspects the formulas are modified as follows :
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If we set the scheduling such that M/W =M’is fixed (as we increase by a factor W the TTI, the scheduling is such that the UE receives one block every W TTI), then
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As W increases (M increases but M’ remaining constant) the processing time allowed increases . So going for larger TTIs at the constant memory requirement using the scheduling , increases the processing time for one TTI, at the expense of the bit rate. However there is only one block to process every W blocks. 

4. Conclusion 

when selecting of the HSDPA parameters for the specifications, UE memory requirement and processing time for UE and Node B are to be accounted for . Considering full flexibility of scheduling meaning that  the UE may be scheduled blocks on each TTI, the conclusion from processing time and memory would be that as short as possible TTI should be considered. However other aspects have to be considered such as the backward compatibility with UTRAN equipment, in order to allow for a progressive introduction of HSDPA in existing equipments. 

In this document, it is showed that some flexibility may be considered in selecting the HSDPA parameters (TTI, number of sub-channels) while not increasing the memory requirements for the UE. This could be done by decreasing the bit rate and performing the scheduling such that the UE does not get blocks in each TTI.  In a simple case, the TTI may be increased by a factor W, while the scheduling is done every Wth blocks. This could be done by including UE radio capability parameters providing indication on the memory capability. This would correspond to sub-optimum operation at smaller bit rate compared to the UE capability but allows for more flexibility in the network operation and progressive introduction of the HSDPA feature in existing equipment. This would allow to go for TTIs equal to 10 ms.

The processing time is to be considered  as well. As the TTI length is increased and the scheduling is reducing, the processing time allowed for UE and Node B increases but the bit rate is decreased leading also to an average smaller processing load as the bit rate is decreased. More discussion is needed on the processing requirements (time and load)  in order to allow for sufficient flexibility on the UTRAN side and account for implementation issues for the UE. 

So it is proposed that the notion of number of sub-channel processes as seen from the UE is introduced and flexibility in setting the TTI in the semi-static approach at fixed memory requirements in conjunction with scheduling restrictions are documented in the TR. It should be documented that this allows to go for TTIs equal to 10ms at a possibly decrease of bit rate compared smaller TTI at fixed memory requirement. It should also be documented that further work is to be done on processing issues, timing but also load, but at smaller bit rate the processing time is increased.
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