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1 Introduction

In release 4 (the first official Release for 1.28 Mcps TDD), the synchronisation is still realised using a synchronisation port at the Node B, which might either be connected to a GPS receiver and therefore coupled to the "real time" or connected with a synchronisation port to the RNC, which then provides a time reference to all connected NodeBs. After the successful introduction of a method for a NodeB Synchronisation method via the air for 3.84 Mcps TDD in release 4, an appropriate method needs to be worked out for 1.28 Mcps TDD. Therefore, the release 5 work item "NodeB Synchronisation" has been defined for 1.28 Mcps TDD at RAN#11.

This document addresses several methods for the active transmissions from the NodeB`s and measurements from surrounding NodeB’s which are needed in order to achieve a synchronised system. The scheduling of the transmissions and processing of the measurements in the RNC is assumed to be similar to the already standardised 3.84 Mcps TDD solution for NodeB synchronisation via Air. In principle the frame structure of 1.28 Mcps TDD (as summarised in section 2) offers  three possible methods for the over the air transmissions, which are denoted as method 1 - method 3 in the following description in section 3.

2 Frame structure of 1.28 Mcps TDD

The frame structure for 1.28 Mcps TDD is different from that of 3.84 Mcps TDD [cf. figure 1] to enable physical layer procedures that are not used in 3.84 Mcps TDD.
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Figure 1: Frame structure 1.28 Mcps TDD

The DwPTS (Downlink Pilot Timeslot) is used to establish downlink synchronisation in the UE (or after initial synchronisation also the midamble of the P-CCPCH) and is therefore similar to the SCH of 3.84 Mcps TDD. The extra-long Guard Period "GP" is necessary to support large cells and the UpPTS (Uplink Pilot Timeslot) is used by the first stage of the Random Access, which is competition based. In the UpPTS there are 8 possible SYNC-UL codes, where one is randomly chosen by the UE, which wants to have access to the cell  or which wants to re-establish uplink synchronisation. This is the only uplink channel in 1.28 Mcps TDD, which is not synchronised to a high degree at the NodeB.

In the normal operation case (without any NodeB synchronisation method or blanking of slots e.g. for LCS), there are 2 switching points per subframe, one is fix and the second one can be chosen according the required asymmetry between UL and DL [cf. Figure 2].
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Figure 2: Switching Points in normal operation (1 SP is fix, 1 SP is variable)

TDSCDMA is a synchronous system which means that all the uplink transmissions (RACH and DCH)  are synchronised at the Node B. . Moreover, the RACH is closed loop power controlled and, thus, will in general use the same time slot as DCH. Therefore it is not reasonable to use exactly the same NodeB-synchronisation mechanism, as for 3.84 Mcps TDD, where one time slot will in general be dedicated to the asynchronous and open loop power controlled RACH, which will regularly be replaced by the transmission of the "NodeB synchronisation Burst" that is also sent with not perfectly known timing and power. Furthermore, the number of timeslots in 1.28 Mcps TDD is only 7 instead of 15 in 3.84Mcps TDD and therefore a high percentage of the uplink capacity would be wasted, if such a blanking of traffic slots would become necessary. Therefore it is proposed not to use "traffic timeslots" for the purpose of NodeB Synchronisation. What can be used is either the DwPCH or the UpPCH or a combination of both, which will be described in the following methods.

3 Physical Layer methods for NodeB sync

3.1 Method 1
"usage of DwPTS"

This subsection describes, how NodeB synchronisation can be achieved by using the DwPTS for NodeB synchronisation transmissions and receptions, taking advantage of the frame structure of 1.28 Mcps TDD.

3.1.1  Structure of the DwPTS

The DwPTS (cf. Figure 2) is currently exclusively used for downlink synchronisation. In 1.28 Mcps TDD there exist 32 cell groups, each using a unique SYNC-DL code, which is transmitted in the DwPTS timeslot. The DwPCH consists of a Guard period and a 64 chip long sequence, the SYNC-DL sequence (cf. Figure 3). The SYNC-DL sequence within the DwPTS is modulated with respect to the midamble of the P-CCPCH (which is always in slot #0) in order to indicate the position in the interleaving period, whether it is an odd or even radio frame and 1st or second subframe respectively (for details cf. [2]). Figure 3 depicts the structure of the DwPTS:
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Figure 3: Structure of DwPTS

3.1.2  Description of the method

The transmitting NodeB transmits its normal DwPCH i.e. the SYNC-DL sequence in the DwPTS. The neighbouring NodeBs would have to listen to the respective SYNC-DL code and measure this sequence in their DwPTS, according to a schedule, which is controlled by the RNC. Therefore the DwPTS has to be blanked in the neighbouring cells to allow the measurement of the transmitting NodeB. The scheduling of the blanking is controlled by the RNC.

3.1.3  Advantages

The discussed method has the following advantages:

· there is no Tx-Power limitation, since the DwPCH is the only channel in the DwPTS (only limited by the Maximum output Power defined in WG4)

· the blanking of resources would only affect the DwPCH (to listen to other DwPCH's)

· The random access procedure is undisturbed

· no new burst-type is necessary for this method

· the extra-long GP (96 chips) gives sufficient separation to UpPCH
· No blanking of traffic resources
· high cell range allowing on-air synchronisation method without colliding with time slot #1 in the receiving cell
3.1.4  Disadvantages

The discussed method has the following disadvantages:

· Blanking of the DwPCH necessary, scheduled by RNC

· low Processing-Gain compared to method 2 and 3 on the DwPCH sequence, only 64 chip (18dB) but the range can be increased by receive-beamforming, especially for larger cells

3.2 Method 2
"usage of UpPTS"

This subsection describes, how NodeB synchronisation can be achieved by using the UpPTS for NodeB synchronisation transmissions and receptions, taking advantage of the frame structure of 1.28 Mcps TDD.

3.2.1  Structure of the UpPTS

The UpPTS is currently exclusively used for the first stage of the Random Access (UpPCH) and the request for synchronisation and power control after a handover. In 1.28 Mcps TDD for every cell group there exist  8 possible SYNC-UL codes, which can be used in the UpPTS. For initial access, one of these 8 SYNC-UL sequences is randomly chosen and transmitted by the UE in this Uplink Timeslot (UpPTS). The UpPTS consists of a 128 chips long sequence and a 32 chips guard period. Figure 4 depicts the structure of the UpPTS:
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Figure 4: Structure of UpPTS

3.2.2  Description of the method

The NodeB synchronisation uses the first stage (UpPCH) of the Random Access channel i.e. the transmitting node B would send in the UpPTS. The neighbouring node B's  would measure this sequence in their regular UpPTS. The UpPCH of the transmitting NodeB has to be blocked (because it actually transmits itself, instead of listening to SYNC-UL sequences of the own cell) within that specific frame but the UpPCH's in the neighbouring cells could probably be used as well in that frame. This method is similar to 3.84 Mcps TDD method, where the first (and only) stage of the random access (RACH) is also replaced by the NodeB Sync burst.

3.2.3  Advantages

The discussed method has the following advantages:
· Larger processing gain (128chips - 21dB) than method 1

· No Tx-Power limitation, since the only channel in the TS (only limited by the Maximum output Power defined in WG4)

· no new burst-type necessary 

3.2.4  Disadvantages

The discussed method has the following disadvantages:

· Increase of collisions on UpPCH and delay for the RACH-access in the receiving NodeB

· Blocking of RACH resources (due to UpPCH blocking) necessary in transmitting NodeB and probably also necessary in the receiving NodeBs in order to increase detection reliability of the Synchronisation Burst

· Since the UpPTS is used, the cell range allowing on-air synchronisation without collision of the UpPTS with time slot 1 in the receiving cell is rather low.

3.3 Method 3 "usage of DwPTS+UpPTS"

This subsection describes, how NodeB synchronisation can be achieved by using the combination of all the three "special" timeslots in the frame structure of 1.28 Mcps TDD for NodeB synchronisation transmissions and receptions, taking advantage of the frame structure of 1.28 Mcps TDD.

 Structure of the DwPTS/UpPTS combination

The Idea behind this method is to use all the three "special" timeslots, which are visible in the frame structure in figure 2. The figure 5 shows, how the timeslots can be combined for NodeB synchronisation transmissions.
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Figure 5: Structure of the combination of DwPTS/GP/UpPTS

3.3.1  Description of the method

The idea of "method 3" is to enlarge the length of the transmitted sequence, in order to get an increased processing gain and therefore to support larger cell ranges and increase the reliability of such a signal, by using both, the DwPTS and the UpPTS in a combination. The principle is illustrated as follows:

The transmitting NodeB would transmit the extra long sequence, on a regular basis, which is scheduled by the RNC as depicted in figure 5. The neighbouring Node Bs measure this specific sequence similar to the method currently specified for 3.84Mcps TDD and report the results to the RNC which then controls the timing for the connected NodeBs.

3.3.2  Advantages

The discussed method has the following advantages:

· Support of longer synchronisation sequences (288 chips!)

· Processing gain larger than with "method 1 or 2" (approx. 24dB)
· longer sequences could support usage of CEC (Cyclically Extended Codes), as in 3.84 Mcps TDD

· No Tx-Power limitation, since the only channel in the (only limited by the Maximum output Power defined in WG4)

3.3.3  Disadvantages

The discussed method has the following disadvantages:

· Blanking of both UpPCH and DwPCH is necessary in all the NodeBs which take part in the NodeB synchronisation process (Transmitting and Receiving NodeBs) 

· New burst type necessary

· Definition of new sync sequences for NodeB Synchronisation necessary
· Since the UpPTS is used, the cell range allowing on-air synchronisation without collision of the UpPTS with time slot 1 in the receiving cell is rather low.
And additional also the following disadvantages already discussed in "method 1 and 2":
· Increase of collisions on UpPCH and delay for the RACH access in the receiving NodeBs

· Blocking of RACH resources (due to UpPCH blocking) necessary in transmitting NodeB and probably also necessary in the receiving NodeBs in order to increase detection reliability of the Synchronisation Burst

· Blanking of the DwPCH necessary, scheduled by RNC

4 Comparison Criteria

At the WG1#13 meeting in Tokyo a list of criteria for assessing the performance of  cell synchronisation methods and to form the basis of a comparison between the proposed methods was suggested for 3.84 Mcps TDD cf. [4] and [5]. The use of this list was confirmed at WG1#13. In order to allow for a comparison of the methods for 1.28 Mcps it is suggested, also to use these criteria, given in the following list.

The following list (taken from [5]) contains the criteria which shall be used for the comparison of different methods:

1. Accuracy:
· What is the maximum accuracy (i.e. smallest error) that can be achieved based on the agreed assumptions

· What is necessary to fulfil minimum requirements (e.g. ( 2.5us) 

· resource stealing-how often, what type

· complexity, NodeB, Cell, UE.

· What is necessary to achieve the maximum accuracy(e.g. ( 100 ns)

· resource stealing-how often, what type

· complexity, NodeB, Cell, UE.

· What benefit is achieved with this improved accuracy?

· Simplification or improvement to the LCS solution for TDD

· Improved capacity

· Improved reliability for hard handover

2. Deployment constraints:  Are there any constraints other than the existing ones for planning the cells? E.g. what are the relative link margins between the regarded techniques, and do these affect cell planning?  Are there antenna location and pointing requirements?  Are there special O&M procedures?

3. Constraints on the allocation of resources: Are there any constraints on the allocation of timeslots?

4. Implementation costs:  

· Function split: What functionalities have to be added to each network element (UE, node B, RNC)

· Complexity: What has to be added to each network element (UE, NodeB, RNC) in terms of hardware and software

· Are there any new network devices needed (e. g. GPS, calibration UEs)? 

5. Signalling load on interfaces: What messages are required between RNC and Node Bs and how frequently do they have to be transmitted?

6. System Performance loss due to resource stealing: e.g. capacity, service delay

·  Is there any ‘resource stealing’ required? 

· In which cells? 

· how frequent, depending on accuracy? 

· What type of resources is stolen?

· How does this affect system performance?

7. How is a network start-up performed:  

· How is it done? 

· How long does it take? 
8. Seamless introduction of new network elements (cells or Node Bs): 

· How are new cells or Node Bs added? 

· Are there any service interruptions or additional interference for ongoing calls or in existing cells? 

· Is there any other impact on the network during the addition of a new cell, like handover, cell search, ...?

9. Assistance by UEs: Is it possible and how, that in certain scenarios UEs can assist with measurements?

10. Wired synchronization: Is it possible and how, that certain NodeBs are synchronised via the sync port

11. Robustness of Solution;  What is the likelihood of a catastrophic system failure associated with this concept?

5 Conclusion

In this paper we proposed and discussed three possible methods for 1.28 Mcps TDD in order to support NodeB synchronisation over the air. We propose to further investigate these methods and to use the criteria list, given in section 4, in order to compare different concepts.
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