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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: _Ref129681832]In RAN#102, the new WID for AI/ML for NR air interface was finalized [1]. The WID describes additional study on CSI compression with the following objectives:
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 



Up to RAN1#115, various agreements/conclusions related to study of AI/ML for CSI compression were reached and the detailed analysis and description of the study is summarized in TR 38.843 [2]. 
Further, in RAN1#116, different agreements related to evaluation assumptions and inter-vendor collaborations were also reached.
In this contribution, we provide our views and analyses on inter-vendor collaboration issue related to AI/ML-based CSI compression.
Inter-vendor collaboration
In RAN1#116 meeting, the following agreement happened related inter-vendor collaboration which basically lists 5 different options as a solution:
	Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.
Agreement
For the study of inter-vendor collaboration issues for AI/ML-based CSI compression using a two-sided model, consider at least the following aspects when comparing different options:
· Inter-vendor collaboration complexity, e.g., whether bilateral collaboration is required between vendors.
· Performance.
· Interoperability and RAN4 / testing related aspects.
· Feasibility.



We give our views for each option below:
Observation 1:
Option1: Fully standardized reference model (structure + parameters)
· In this option, as a standardized reference model is used at both UE and NW side, minimum inter-vendor collaboration is required. 
· However, the reference model would be too generalized, and this can impact the performance and reduces implementation flexibility. 
· As the full model is standardized, this will be easier from interoperability and RAN4 testing perspective. 
· From feasibility, this option alleviates the inter vendor collaboration issue. However, it requires huge work on standardization, as there will be multiple models with different architectures and parameters that need to be standardized.
Option 2: Standardized dataset
· This option has low inter-vendor collaboration.
· The performance of this model will also be greatly impacted, as also mentioned in our co-sourced document [3], as even though the dataset is standardized, it is hard to guarantee that the wide range of model architectures will be able to learn the same mappings based on dataset.
· This option will be easier from RAN4 testing perspective
· For feasibility, the standardization effort needed and performance gains achieved may need to be further studied.
Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
This option is like a trade-off between two extreme ends of standardization effort needed vs offline inter-vendor collaboration needed.
· Inter-vendor collaboration required for parameter exchange
· The performance can be better than option1 and option 2, as there is flexibility to update parameters in offline manner.
· Parameter exchange should ensure RAN4 testing and interoperability
· This option strikes a balanced trade-off between feasibility from standardization effort vs offline collaboration requirement. 
Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· High inter vendor collaboration required. 
· Further, standardizing data/dataset format may not have much gains, as just dataset exchange may not result in good performance, and issues as highlighted for option-2 still persist.  Even though the dataset is exchanged, it is hard to guarantee that the wide range of model architectures will be able to learn the same mappings based on dataset.
· May have interoperability and RAN4 testing issues
· Less feasible
Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
· High inter vendor collaboration required. 
· Standardizing model format may not yield any gains as the effort required in offline model exchange.
· Good Performance can be achieved compared to other options
· Less interoperability as offline model delivery may be incompatible with other side model.
·  Less feasible
Based on the above analysis, we need an option which has less inter-vendor collaboration need, but also does not impact performance and retains flexibility among vendors to try proprietary variations in their model. Hence, we propose to study another option which is a hybrid of multiple options mentioned above.
Proposal 1: Include a hybrid option 6 for study:
Option 6: Standardized reference model structure + Standardized reference dataset
Observation-2: The proposed option-6 is a hybrid of options 2 and 3. This will alleviate the performance loss issue of option-2 as the reference model structure will be standardized. Also, the inter-vendor collaboration required will be none to minimum due to the reference dataset standardization.


Conclusions
In this contribution, we have provided our views on the study of AI/ML for CSI compression. We have the following proposals:

Observation 1: Pros and Cons of different options:
Option1: Fully standardized reference model (structure + parameters)
· In this option, as a standardized reference model is used at both UE and NW side, minimum inter-vendor collaboration is required. 
· However, the reference model would be too generalized, and this can impact the performance and reduces implementation flexibility. 
· As the full model is standardized, this will be easier from interoperability and RAN4 testing perspective. 
· From feasibility, this option alleviates the inter vendor collaboration issue. However, it requires huge work on standardization, as there will be multiple models with different architectures and parameters that need to be standardized.
Option 2: Standardized dataset
· This option has low inter-vendor collaboration.
· The performance of this model will also be greatly impacted, as also mentioned in our co-sourced document [3], as even though the dataset is standardized, it is hard to guarantee that the wide range of model architectures will be able to learn the same mappings based on dataset.
· This option will be easier from RAN4 testing perspective
· For feasibility, the standardization effort needed and performance gains achieved may need to be further studied.
Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
This option is like a trade-off between two extreme ends of standardization effort needed vs offline inter-vendor collaboration needed.
· Inter-vendor collaboration required for parameter exchange
· The performance can be better than option1 and option 2, as there is flexibility to update parameters in offline manner.
· Parameter exchange should ensure RAN4 testing and interoperability
· This option strikes a balanced trade-off between feasibility from standardization effort vs offline collaboration requirement. 
Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· High inter vendor collaboration required. 
· Further, standardizing data/dataset format may not have much gains, as just dataset exchange may not result in good performance, and issues as highlighted for option-2 still persist.  Even though the dataset is exchanged, it is hard to guarantee that the wide range of model architectures will be able to learn the same mappings based on dataset.
· May have interoperability and RAN4 testing issues
· Less feasible
Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
· High inter vendor collaboration required. 
· Standardizing model format may not yield any gains as the effort required in offline model exchange.
· Good Performance can be achieved compared to other options
· Less interoperability as offline model delivery may be incompatible with other side model.
·  Less feasible
Proposal 1: Include a hybrid option 6 for study:
Option 6: Standardized reference model structure + Standardized reference dataset
Observation-2: The proposed option-6 is a hybrid of options 2 and 3. This will alleviate the performance loss issue of option-2 as the reference model structure will be standardized. Also, the inter-vendor collaboration required will be none to minimum due to the reference dataset standardization.
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