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Introduction
In RAN#102 meeting, a new Rel-19 work item on AI/ML for NR air interface [1] has the following objectives to provide specification support for beam management. 
	· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2


In this contribution, we discuss specification support for beam management.
[bookmark: OLE_LINK1]Discussions
Data collection 
NW-sided model
Regarding data collection for NW-sided AI/ML side, the collected data is required to be reported to NW for corresponding LCM purposes. We think legacy CSI reporting framework can be reused as starting point for data collection. Data collection for different LCM functions such as Model training, monitoring, and inference can be triggered with respective CSI report configurations (e.g., CSI-ReportConfig). However, the purposes of data collection such as model training, inference, performance monitoring can be transparent to UE and UE is not needed to know how the NW would use the reported data.
Proposal 1: Regarding the data collection for various purposes in LCM for NW-sided model, the legacy CSI reporting framework can be reused as base line to trigger the UE report for the collected data in LCM.
· Note: Different purposes such as model training, inference, performance monitoring in LCM are transparent to UE. 
During study phase, the following was agreed for the contents of collected data for NW-side AI/ML model training.
	Agreement
Regarding data collection for NW-side AI/ML model, study the following options (including the combination of options) for the contents of collected data, 
· Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· FFS: the range of M1
· Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
· FFS: the range of M2
· Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable
· FFS: the range of M3
· FFS: How to select the M1/M2/M3 beam(s) or beam pair(s)
· Note: Overhead, UE complexity and power consumption should be considered for the above options



In legacy beam-related CSI reporting, L1-RSRP and beam ID are used. For NW-side AI/ML model training, UE can follow the legacy beam-related CSI reporting to report L1-RSRP and/or beam ID as the input and label for the NW-side model training. Among the above 3 options, both option 1 and option 2 provide information of RSRP and beam IDs to NW, although beam indication in option 2 is in an implicit way. The implicit way in option 2 implies RSRPs of all the beams in a set are reported. In addition to data collection for model training input, the data collection should also provide label data to NW for model training phase. For classification model, the top 1/K beam in set A are used as label in model training phase. That is, opt.3 can be used for collecting label data at least for classification model.
Therefore, all three options can be considered for the contents of collected data. NW can trigger UE to report L1-RSRPs of Top-K beams, to report L1-RSRPs of all beams, or to report beam indices. Indication of which option is used can be provided by NW to UE in the CSI report configuration. For example, the legacy CSI parameter reportQuantity can be reused and extended to indicate which option is used.
Proposal 2: Regarding the data collection for NW-side AI/ML model training, support all the options below. Indication of which option is used is provided to UE.
· Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
· Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable.
In legacy CSI report framework, the number of measured RS resources to be reported per report setting is indicated by NW up to 4. Regarding the number of beam measurement results, in last RAN1#116 meeting, it was agreed to support the report of more than 4 beam related information in a beam report for NW-sided model for inference. The support of more than 4 beam related information in a beam report should also be applied to model training. Moreover, during the Rel-18 study phase, for options for the contents of collected data for NW-side AI/ML model training, it had also been agreed that values of M1, M2 and M3 in each option can be larger than 4. Therefore, to achieve a flexible report configuration for different LCM functions, the number of beam measurement results to be reported can be indicated by NW in its associated CSI reporting configuration.   
Proposal 3: For NW-sided model training, support the number of beam measurement results including L1-RSRP and/or beam ID to be larger than 4 in a beam report. The number of beam measurement results is indicated by NW in its associated CSI report configuration.  
UE-sided model
Data collection for the UE-side model
For training, inference and monitoring for the UE-Side AI/ML model, each CSI report configuration can be associated with one specific purpose indication for LCM. With the purpose indication, the UE is aware of whether to reporting measured results or predicted results, and NW can also distinguish the reported contents from UE, e.g., measured L1-RSRP/beams and/or predicted L1-RSRP/beams for which purpose in LCM. For example, for the training purpose or performance monitoring purpose in LCM for UE-side AI/ML model, the UE would perform measurement and use the measured results as model input or metric and UE is not needed to report the measured results to NW. For the inference purpose in LCM for UE-side AI/ML model, UE would report predicted L1-RSRPs and/or beam IDs and NW could be aware that the reported L1-RSRPs and/or beam IDs in corresponding resources are the predicted L1-RSRPs and/or beam IDs. 
As in the legacy CSI reporting framework, for the purpose of P3 beam sweeping or the time/frequency synchronization refinement, NW can configure CSI-RS to allow UE to perform measurement without CSI report. In addition, for the inference for the UE-side AI/ML model, it is beneficial to report the predicted output of AI/ML inference function such that NW can perform beam refinement for subsequent transmissions. This kind of reporting can be also achieved by the legacy CSI reporting framework. Therefore, reusing the legacy CSI reporting framework can be also applied to the UE-side AI/ML model for data collection.
Proposal 4: Regarding the data collection for various purposes in LCM for UE-sided model, the legacy CSI reporting framework can be reused as base line to trigger data collection.
· Different purposes such as model training, inference, performance monitoring in LCM can be associated with respective CSI report configuration. 
· A purpose indication is provided to UE in respective CSI report configuration. 
For functionality-based LCM, a functionality ID can be assigned to a functionality-based LCM with different purposes such as model training, inference, performance monitoring. In addition, as proposed above, if each CSI report configuration is agreed to associated to a specific purpose of LCM, it could simply take the current CSI framework to configure set A and set B. For model training phase, configurations for both set B and set A are used for measurement. Different CSI report configurations can be configured to facilitate the collection of input data of model training as well as the label data. The resource set for measurement denoted by the IE resourcesForChannelMeasurement in the current CSI reporting configuration can be used to configure Set A or Set B for measurement. Essentially, the current CSI-RS resource configuration (e.g., CSI-ResourceConfig), which defines a group of one or more CSI-RS resource sets and/or SSB resource set, can serve as a suitable foundation for configuring Set A or Set B. Then there is necessity of identifying a resource set is set A or set B. By introducing an indication within the CSI-RS resource configuration, it becomes possible to distinctly identify whether a resource set pertains to set A or set B. Then for the functionality-based LCM, association between set A and set B could be established based on the indication and the functionality ID.
Proposal 5: For UE-sided model, regarding configurations for Set A and Set B, reuse legacy CSI-RS resource configurations (e.g., CSI-ResourceConfig) to configure Set A and Set B, respectively. 
· Indication of set A and set B could be included in the resource configuration.
· Association of set A and set B is achieved by the indication and corresponding functionality ID. 
The following related to how to trigger data collection was reached during study phase.
	Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact (if any) to initiate/trigger data collection from RAN1 point of view by considering the following options as a starting point 
· Option 1: data collection initiated/triggered by configuration from NW 
· Option 2: request from UE for data collection 
· FFS: details




For UE-side AI/ML model, the UE reports its AI/ML capabilities, indicating which functionalities they support for the BM Case 1 and BM Case 2. The capability reporting also includes the UE’s supportable reference signal configurations. The information helps the NW to tailor set A and set B configuration to match the UE’s capabilities. 
Since model training takes place on the UE side, the NW does not automatically know when the UE requires measurement results for training its model. The timing and need for data collection can vary based on the UE's implementation context. It is, therefore, more efficient for the UE to decide when data collection is necessary. When the UE determines that it needs to collect data for model training, it sends a request to the network. Upon receiving the request from the UE, the NW then responds by configuring and transmitting reference signals to allow the UE to perform measurements for data collection.
Proposal 6: For triggering data collection at UE-side AI/ML model, support that UE sends a request for data collection.
· FFS: contents and container of the request. 
Model inference
NW-sided model
In last RAN1 meeting, the following regarding NW-sided model for inference had been agreed.
	Agreement
For NW-sided model, for inference, in a beam report initiated by network, based on one measurement resource set, support the report of more than 4 beam related information in L1 signaling
· Note: Purpose, such as above “For NW-sided model, for inference”, will not be specified in RAN 1 specifications
· FFS on the report content for beam related information 
· FFS on max number of reported beam related information in one report 

Agreement
· For NW-sided model and for UE-sided model, beam indication is based on unified TCI state framework
· FFS on whether/how potential enhancement is needed



For NW-sided model, for case 2, there was a discussion around whether to report measurement of multiple past time instances in one CSI report. In our perspective, for NW-sided model, the current CSI reporting framework, where one measurement report is associated with one time instance, is straightforward. Network can use the CSI report to timely perform link adaptation. In addition, Network is inherently capable of storing measurements from successive CSI reports. Therefore, for model inference purpose, network can compile historical measurements over multiple time instances without needing each report to contain multiple past time instance measurements. Therefore, introduction of new CSI report behaviour which includes measurement of multiple past time instances may not offer sufficient benefits to justify the implementation.
Proposal 7: For NW-sided model, for BM-Case 2, support of measurements of multiple past time instances in one CSI report is not necessary.
UE-sided model
The following regarding UE-sided model for inference had been agreed as below.
	Agreement
For UE-sided model, at least for BM-Case1, for content in the report of inference results, support 
· Opt 1: Beam information on predicted Top K beam(s) among a set of beams
· Opt 2: Beam information on predicted Top K beam(s) among a set of beams and RSRP of predicted Top K beam(s) among a set of beams
· At least K=1 and more, FFS on max value
· FFS on beam information 
· FFS on the definition of predicted Top K beam(s)
· FFS on definition of reported RSRP when applicable
· FFS on other information in the report with potential down selection among the following options 
· Opt 3: Beam information on predicted Top K beam(s) among a set of beams and probability information of predicted Top K beam(s) among a set of beams
· FFS on the quantization method of probability information
· Probability information is the probability of the beam to be the Top 1 or Top K beam
· Opt 4: Beam information on predicted Top K beam(s) among a set of beams, RSRP of predicted Top K beam(s) among a set of beams, and confidence information of the RSRP
· FFS on definition of reported RSRP 
· FFS on the definition and quantization method of confidence information
· Other options are not precluded.
where the set of beams is Set A, i.e., the beams for UE prediction.
Conclusion
For UE sided model at least for inference, for measurement, the configuration of Set B, 
· take the current CSI framework as the starting point



BM-Case 2, which predicts beam for future time instances, is able to provide seamless connectivity such that traffic service could be kept uninterrupted, particularly in high mobility scenarios. For UEs in high mobility scenarios, the optimal DL beam can change rapidly. Then reporting a single predicted beam in one report might not sufficient, which leads to service performance degradation. Therefore, to reduce beam alignment times and maintain the high-quality connection especially for the UEs in high mobility scenarios, it is beneficial for UE to report predicted Top 1(K) beam(s) information of multiple future time instances in one report. 
Besides reporting predicted beam information of multiple future time instance, it is also necessary to include time interval information between future time instance in the report. The report of time interval information could allow the network to apply a proper DL beam to adapt to the UE's mobility pattern. 
Proposal 8: For UE-sided model, for BM-Case 2, for content in the report of inference results, support 
· predicted Top K beam(s) information of multiple future time instances in one report.
· Time interval information between multiple future time instances. 
Beam indication
PDSCH repetition is applied as an important feature to ensure the transmission reliability. In the current specifications, for PDSCH repetition transmission, the indicated TCI state in DCI is applied to all the repetitions. It has to note that, for UEs in high mobility scenarios, the optimal DL beam can change rapidly. The beam indicated by the DCI may not be optimal to later repetitions.
However, the beams of future time instances can be predicted by using NW-side model and UE-side model for AI/ML, and by supporting beam indication of multiple future time instances, more appropriate beam can be applied to each repetition, which improve the transmission performance especially for the UEs in high mobility scenarios. Therefore, current TCI indication should be enhanced to support beam indication of multiple future time instances. 
Proposal 9: For NW-sided model and UE-sided model, enhance unified TCI state framework to support beam indication of multiple future time instances. 
Performance monitoring
Performance metric
	Agreement 
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered



Regarding the performance metrics, Alt.1 with beam prediction accuracy can directly reflect the prediction accuracy of the AI/ML model, while other alternatives do not directly reflect the prediction accuracy of the AI/ML model. Therefore, Alt.1 is a straightforward assessment of the model performance.
Proposal 10: Regarding the performance metrics of model monitoring, Alt.1 (Beam prediction accuracy related KPIs) is preferred. 
Benchmark
	Agreement
For AI/ML model performance monitoring for BM-Case1 and BM-Case2, study potential specification impact of at least the following alternatives as the benchmark/reference (if applicable) for performance comparison:
· Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A) 
· FFS: gNB configures one or multiple sets for one or multiple benchmarks/references
· FFS: the definition of “best beam(s)”
· Alt.4: Measurements of the predicted best beam(s) corresponding to obtained by model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
· FFS: 
· Alt.3: The beam corresponding to some or all the indicated/activated TCI state(s)   
· Other alternative is not precluded.



Alt.1 means gNB would transmit all beams configured in the Set A, which provide a thorough measurement with ensuring a potential optimal beam not be overlooked. For NW-side model, the measurement results are needed to report to NW. Consequently, transmitting the entire beams in the set A and reporting the corresponding measurement results to large overhead in terms of resource utilization and measurement results reporting. 
On the other hand, Alt.4 focuses on the predicted best beams, which is a subset of the beams in the set A. Although the overhead associated with reference resource transmission and measurement result reporting could be reduced, there is the risk of inaccuracy when the predictions are inaccurate such that the measurement based on the predicted best beams may not accurately reflect the performance evaluation. 
Proposal 11: For AI/ML model performance monitoring for BM-Case1 and BM-Case2, support the following Alt.1 as the benchmark/reference for performance comparison:
· Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A).
Construction of Set A and Set B
The following agreements were reached during the study phase to study construction related to Set A and Set B. 
	Agreement 
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.
Agreement
For the sub use case BM-Case2, further study the following alternatives:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same
· Note1: The beam pattern of Set A and Set B can be clarified by the companies.



In general, the set A represents a larger number of narrow beams to eventually provide a more precise beam pointing towards UE. For the alternative that the Set B and Set A are different, the Set B here comprises a smaller number of wide beams to cover sufficient angular space with fewer measurement. For the alternative that the Set B is a subset of the Set A, the set B comprises a smaller number of the narrow beams from set A for the measurement reduction. For the alternative that the Set B and Set A are the same, NW configures numerous resources to sweep all the narrow beam in the Set A for UE’s measurement. For the BM case 1, as summarized in the TR 38.843 [2], when the Set B is a subset of Set A or when the Set B is different from the Set A, AI/ML can provide good performance for DL Tx beam prediction with less measurement and reduced RS overhead. Therefore, both can be supported for the BM case 1. Likewise, for BM Case 2, when Set B is a subset of Set A, TR38.843 also summarizes that AI/ML can achieve good prediction accuracy with reduced RS overhead in spatial domain. When Set A and Set B are the same, the exhausting beam measurements on set B can also lead to accurate beam prediction outcome. Both can be therefore also supported for the BM case 2.
Proposal 12: For BM Case 1, support both Alt.1:Set A and Set B are different and Alt.2: Set B is a subset of Set A.
Proposal 13: For BM Case 2, support Alt.2: Set B is a subset of Set A and Alt.3: Set A and Set B are the same.
Conclusion
In this contribution, we have discussed our views on specification support for beam management and have the following proposals.
Proposal 1: Regarding the data collection for various purposes in LCM for NW-sided model, the legacy CSI reporting framework can be reused as base line to trigger the UE report for the collected data in LCM.
· Note: Different purposes such as model training, inference, performance monitoring in LCM are transparent to UE. 
Proposal 2: Regarding the data collection for NW-side AI/ML model training, support all the options below. Indication of which option is used is provided to UE.
· Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
· Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable.
Proposal 3: For NW-sided model training, support the number of beam measurement results including L1-RSRP and/or beam ID to be larger than 4 in a beam report. The number of beam measurement results is indicated by NW in its associated CSI report configuration.
Proposal 4: Regarding the data collection for various purposes in LCM for UE-sided model, the legacy CSI reporting framework can be reused as base line to trigger data collection.
· Different purposes such as model training, inference, performance monitoring in LCM can be associated with respective CSI report configuration. 
· A purpose indication is provided to UE in respective CSI report configuration. 
Proposal 5: For UE-sided model, regarding configurations for Set A and Set B, reuse legacy CSI-RS resource configurations (e.g., CSI-ResourceConfig) to configure Set A and Set B, respectively. 
· Indication of set A and set B could be included in the resource configuration.
· Association of set A and set B is achieved by the indication and corresponding functionality ID. 
Proposal 6: For triggering data collection at UE-side AI/ML model, support that UE sends a request for data collection.
· FFS: contents and container of the request. 
Proposal 7: For NW-sided model, for BM-Case 2, support of measurements of multiple past time instances in one CSI report is not necessary.
Proposal 8: For UE-sided model, for BM-Case 2, for content in the report of inference results, support 
· predicted Top K beam(s) information of multiple future time instances in one report.
· Time interval information between multiple future time instances. 
Proposal 9: For NW-sided model and UE-sided model, enhance unified TCI state framework to support beam indication of multiple future time instances. 
Proposal 10: Regarding the performance metrics of model monitoring, Alt.1 (Beam prediction accuracy related KPIs) is preferred. 
Proposal 11: For AI/ML model performance monitoring for BM-Case1 and BM-Case2, support the following Alt.1 as the benchmark/reference for performance comparison:
· Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A).
Proposal 12: For BM Case 1, support both Alt.1:Set A and Set B are different and Alt.2: Set B is a subset of Set A.
Proposal 13: For BM Case 2, support Alt.2: Set B is a subset of Set A and Alt.3: Set A and Set B are the same.
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