


[bookmark: OLE_LINK1]3GPP TSG RAN WG1 #116-bis	R1- 2403013
Changsha, Hunan Province, China, April 15th – 19th, 2024

[bookmark: Source]Agenda item:	9.1.3.2
Source: 	ETRI
Title:	Discussion on AI/ML for CSI compression
Document for:	Discussion
Introduction
The study item on Artificial Intelligence (AI) / Machine Learning (ML) for NR air interface has progressed during Release-18. Spatial-frequency domain CSI compression using two-sided AI model has been agreed for one of the representative sub-use cases for CSI feedback enhancement[1]:
	Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 



Throughout the study, broad aspects of the spatial-frequency domain CSI compression were addressed, including the performance benefits and potential specification impacts. However, the study could not reach a recommendation of the normative work in the Release-19. The conclusion of TR 38.843 regarding the CSI compression sub-use case follows[2]:
	CSI compression sub use case: 
The performance benefit and potential specification impact were studied for AI/ML based CSI compression sub use case. 
Evaluation has been performed to assess AI/ML based CSI compression from various aspects, including performance gain over non-AI/ML benchmark, model input/output type, CSI feedback quantization methods, ground-truth CSI format, monitoring, generalization, training collaboration types, etc. Some aspects were studied but not fully investigated, including the options of CQI/RI calculation, the options of rank>1 solution.
Performance gain over baseline and computational complexity in FLOPs are summarized in clause 6.2.2.8. 
Potential specification impact on NW side/UE side data collection, dataset delivery, quantization alignment between CSI generation part at the UE and CSI reconstruction part at the NW, CSI report configuration, CSI report format, pairing information/procedure and monitoring approach were investigated but not all aspects were identified. 
The pros and cons are analysed for each training collaboration types, and each training collaboration type has its own benefits and limitations in different aspects. The study has investigated the feasibility of the studied training collaboration types and necessity of corresponding potential RAN1 specification impact. However, not all aspects have been concluded.
Both NW side and UE side performance monitoring were studied, some but not all aspects were concluded.
From RAN1 perspective, there is no consensus on the recommendation of CSI compression for normative work.
At least the following aspects are the reasons for the lack of RAN1 consensus on the recommendation of CSI compression for normative work:
-	Trade-off between performance and complexity/overhead.
-	Issues related to inter-vendor training collaboration.
Other aspects that require further study/conclusion are captured in the summary above.



In Release-19, further study for CSI compression is planned in RAN #102 with the following objectives[3]:
	· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 



In this contribution, we present our views on AI/ML for CSI compression sub-use case for the further study of AI/ML for NR Air Interface in Release-19.

Discussion
CSI compression incorporating temporal domain aspects

In RAN1 #116, 5 additional cases of AI/ML-based CSI compression considering temporal domain aspects were further identified and categorized as follows[4]:
	Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following categorization for study:
	Case
	Target CSI slot(s)
	Whether the UE uses past CSI information
	Whether the network uses past CSI information

	0
	Present slot
	No
	No

	1
	Present slot
	Yes
	No

	2
	Present slot
	Yes
	Yes

	3
	Future slot(s)
	Yes
	No

	4
	Future slot(s)
	Yes
	Yes

	5
	Present slot
	No
	Yes



Note 1: For the UE, the past CSI information may include past model inputs and/or any information derived from them. For the network, the past CSI information may include past CSI feedback instances and/or any information derived from them.
Note 2: For case 3 and case 4, the UE may perform prediction as a separate step or jointly with compression. Similarly, the network may perform prediction as a separate step or jointly with reconstruction. Companies to report which option is selected, the number of future slots, and whether the prediction is AI/ML-based or not.
Note 3: “Target CSI slot(s)” refers to the slot(s) to which the CSI feedback in the report corresponds. “Present slot” refers to the slot of the most recent CSI-RS measurement used to generate the CSI report. “Future slot(s)” includes at least one slot after the present slot and may include the present slot as well. 
Note 4: Down-selection is not precluded. 



Moreover, environments and benchmarks for evaluations for temporal domain aspects were agreed and assumed as follows[4]:
	Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following as baseline options for UE distribution:
· Option 1: 80% indoor, 20% outdoor
· Option 2: 100% outdoor
Note: Indoor speed is 3 km/h, outdoor speed is chosen from the following options: 10 km/h, 20 km/h, 30 km/h, 60 km/h, 120 km/h. Assumption on O2I car penetration loss and spatial consistency follow the R18 AI based CSI prediction.


Working Assumption
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following benchmark scheme for performance comparison:
· For cases without prediction of future CSI, use the same benchmark scheme assumed in R18 AI/ML-based CSI compression study.
· For cases with prediction of future CSI, use the same benchmark scheme assumed in R18 AI/ML-based CSI prediction study, with R18 MIMO eType II codebook for compressing the feedback.



Meanwhile, the check-out date for the additional study is September 2024 (RAN #105), and since there is not plenty of time, it seems necessary to focus for evaluation and discussions from the added cases. In our view, the group may need to select case(s) to prioritize.

Proposal 1: For the study of temporal domain aspects of AI/ML-based CSI compression using the two-sided model in Release-19, select case(s) to prioritize for evaluation and discussions.

In cases where UE utilizes past CSI information, these cases are then subdivided into two categories based on whether the NW also utilizes past CSI data. The original intention behind the additional categorization was to find scenarios that could offer greater performance gains from the original use-case (i.e., Case 0). We anticipate that leveraging past CSI information at the NW (i.e., Case 2 and 4), when UE utilizes past CSI information, would yield greater benefits compared to the cases that NW does not utilize past CSI information (i.e., Case 1 and 3). Therefore, we suggest prioritizing cases 2 and 4 over cases 1 and 3, respectively.

Proposal 2: For the study of temporal domain aspects of AI/ML-based CSI compression using the two-sided model in Release-19, prioritize evaluations and discussions of Case 2 and 4.

In Cases 1, 2, 3, and 4, UE has the option to utilize past CSI information. To utilize past CSI information, UE is required to receive more than one CSI-RS for generating a CSI feedback instance. The existing specification outlines the process for UE to acquire this series of CSI through periodic, semi-persistent, and aperiodic CSI-RS transmissions from gNB. From our perspective, maximizing the utilization of the current specification is advantageous for the additional study of time-domain aspect of AI/ML-based CSI compression.

Proposal 3: For AI/ML-based CSI compression using two-sided model, when UE and/or NW uses past CSI information, reuse the current specification on CSI-RS transmissions as much as possible.

In Cases 2 and 4, the NW has the option to utilize past CSI information. However, there's a possibility that the NW could lose past CSI feedback from the UE, leading to a potential inconsistency between the UE and the NW. It may be necessary to investigate methods to prevent such discrepancies between the UE and the NW. One approach could involve the gNB informing the UE of any failures in receiving CSI feedback, allowing the UE to incorporate this information into its CSI feedback generation process.

Proposal 4: For AI/ML-based CSI compression using two-sided model, when NW uses past CSI information, study method to detect and mitigate inconsistency of the availability of past CSI information between the UE and the NW.


Inter-vendor training collaboration

In RAN1 #116, different options for standard-based support of inter-vendor training collaboration are identified as follows[4]:
	Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.

Agreement
For the study of inter-vendor collaboration issues for AI/ML-based CSI compression using a two-sided model, consider at least the following aspects when comparing different options:
· Inter-vendor collaboration complexity, e.g., whether bilateral collaboration is required between vendors.
· Performance.
· Interoperability and RAN4 / testing related aspects.
· Feasibility.



For options involving the exchange of the reference models (i.e., Options 1, 3, and 5), UE or NW may utilize the reference model directly for inference, or develop non-reference (device-specific) models based on the provided reference model, when direct use of the reference model is impractical by the limitation of computational capability of UE or NW. From a performance perspective, non-reference models may exhibit decreased inference performance compared to reference models, depending on the implementation of the non-reference model.

Observation 1: For Options based on exchanging the reference model (i.e., Options 1, 3, and 5), performance degradation of non-reference models compared to the reference model can exist.

For options relying on fully standardized models or datasets (i.e., Options 1 and 2), it is essential to assess the generalization capabilities of these models across diverse scenarios and configurations. This is because standardized models or datasets may need to aim for global applicability due to the efforts of the standardization process, potentially resulting in a limited number of standardized models or datasets. In contrast, given that the other options (i.e., Options 3~5) may facilitate the development of localized models, the verification of generalization performance might not be much required.

Observation 2: For Options based on the sharing of fully standardized models or datasets (i.e., Options 1 and 2), large standardization efforts are expected to be required.

Observation 3: For Options based on the sharing of fully standardized models or datasets (i.e., Options 1 and 2), assessments of generalized performances are important, because the number of standardized models or datasets may be limited due to the large standardization efforts.

When considering the feasibility of each inter-vendor training collaboration option, it is important to take into account the delivery method. Options 1 and 2, which depend on fully standardized models or datasets, are typically associated with offline delivery. This is due to the standardized nature of the reference models or datasets, which are entirely available to UE or NW vendors for the development of (non-reference) models. In contrast, the other options (i.e., Options 3~5) are not fully standardized and may be assumed to be either OTA or offline delivery. 

For the case of data delivery via OTA, online training based on dataset exchange (i.e., Option 4) appears less feasible primarily due to the typically large size of datasets and the considerable training time needed in addition to the delivery. Similarly, exchanging reference models for the development of non-reference model (i.e., Options 3 and 5) seems also less feasible due to the additional training time. In our view, when considering OTA data exchange, the delivery of the reference model for direct use for inferences is the only feasible option. Note that direct use is only applicable when the device's processing capabilities (e.g., UE or NW) are sufficient to support such inference.

When considering the offline exchange of model or dataset, all options (i.e., Option 3, 4, and 5) are suitable for developing non-reference models. It's important to note that non-reference models developed through the offline exchange of reference models or datasets can be stored in a central or vendor-specific repository(s), then delivered via OTA and used for inference.

Observation 4: When considering over-the-air-interface delivery, inter-vendor training based on the dataset delivery (i.e., Option 4) is less feasible, due to the size of datasets and additional training time.

Observation 5: When considering over-the-air-interface delivery, inter-vendor training based on the reference model delivery (i.e., Options 3 and 5) is less feasible, due to the additional training time. Conversely, delivery of the reference model (i.e., Options 3 and 5) for direct use is feasible when it is applicable.

Observation 6: When considering offline delivery, inter-vendor training based on the datasets or reference model delivery (i.e., Options 3~5) is feasible.


Conclusion
In this contribution, ETRI’s views on AI/ML for CSI compression sub-use case were shown and the following observations and proposals were made:

Observation 1: For Options based on exchanging the reference model (i.e., Options 1, 3, and 5), performance degradation of non-reference models compared to the reference model can exist.

Observation 2: For Options based on the sharing of fully standardized models or datasets (i.e., Options 1 and 2), large standardization efforts are expected to be required.

Observation 3: For Options based on the sharing of fully standardized models or datasets (i.e., Options 1 and 2), assessments of generalized performances are important, because the number of standardized models or datasets may be limited due to the large standardization efforts.

Observation 4: When considering over-the-air-interface delivery, inter-vendor training based on the dataset delivery (i.e., Option 4) is less feasible, due to the size of datasets and additional training time.

Observation 5: When considering over-the-air-interface delivery, inter-vendor training based on the reference model delivery (i.e., Options 3 and 5) is less feasible, due to the additional training time. Conversely, delivery of the reference model (i.e., Options 3 and 5) for direct use is feasible when it is applicable.

Observation 6: When considering offline delivery, inter-vendor training based on the datasets or reference model delivery (i.e., Options 3~5) is feasible.

Proposal 1: For the study of temporal domain aspects of AI/ML-based CSI compression using the two-sided model in Release-19, select case(s) to prioritize for evaluation and discussions.

Proposal 2: For the study of temporal domain aspects of AI/ML-based CSI compression using the two-sided model in Release-19, prioritize evaluations and discussions of Case 2 and 4.

Proposal 3: For AI/ML-based CSI compression using two-sided model, when UE and/or NW uses past CSI information, reuse the current specification on CSI-RS transmissions as much as possible.

Proposal 4: For AI/ML-based CSI compression using two-sided model, when NW uses past CSI information, study method to detect and mitigate inconsistency of the availability of past CSI information between the UE and the NW.
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