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1. [bookmark: _Ref163035579]Introduction
In RAN1#116 meeting, companies thought the evaluation of AI/ML based CSI prediction should be prioritized and Rel-19 study should focus on collecting sufficient evaluation results especially for system throughput performance to draw the observation/conclusion. The specification impact was only discussed in offline meeting. All the arrangements/conclusions are relevant to the evaluation part.
For the evaluation methodologies, the following agreements/conclusions for AI/ML based CSI predictions have been made in RAN1#116 meeting [1], which includes the codebook type/configuration for CSI report, CSI-RS configurations, computational complexity, additional assumptions (channel estimation error and phase discontinuity), and CSI-RS configurations.
	Agreement
For Rel-19 study on CSI prediction, consider EVM agreed in Rel-18 CSI prediction based on UE-sided model as a starting point.
· FFS on additional assumptions, e.g., channel estimation error, phase discontinuity, CSI-RS periodicity.
· Note: Rel-18 CSI-RS configuration/reporting can be reused.
· Note: additional EVM and corresponding template to collect the results can be updated.
Agreement
For Rel-19 study on CSI prediction, companies are encouraged to evaluate throughput performance by comparing performance with non-AI/ML based CSI prediction. 
· R18 eType II doppler codebook is assumed for CSI report for both AI/ML and Non AI/ML prediction.
· Companies to report the assumption for N4, which could be 1, 2, 4, 8.
Note: Non-AI/ML based CSI prediction (Benchmark 2) can include statistical model based CSI prediction (e.g., based on Kalman filter, Wiener filter, Auto-regression).
Agreement
For evaluation, to report computational complexity in unit of FLOPs including additional complexity if applicable, e.g., update of filter, and their assumption on non-AI based CSI prediction when performance results are provided.
Conclusion
For the evaluation of the AI/ML based CSI prediction, it is up to companies to choose the modelling method and companies should report if ‘Channel estimation’ and/or ‘phase discontinuity’ is/are considered by companies.
Agreement
For the evaluation of the AI/ML based CSI prediction, consider following CSI-RS configuration
· Periodic: 5 ms periodicity (baseline), 20 ms periodicity (encouraged) 
· Aperiodic: Optional, CSI-RS burst with K resources and time interval m slots (based on R18 MIMO eType-II)
Note: Companies to report observation window (number/distance) and prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance) on their evaluation.



For the generalization/scalability of AI/ML based CSI prediction, it was not evaluated sufficiently in Rel-18 SI except for the generalization over UE speeds. In the last meeting, the following agreement for this issue was reached.
	Agreement
· For CSI prediction evaluations, to verify the generalization/scalability performance of an AI/ML model over various configurations, to evaluate one or more of the following aspects:
· Various UE speeds (e.g., 10km/h, 30km/h, 60km/h, 120km/h)
· Various deployment scenarios
· Various carrier frequencies (e.g., 2GHz, 3.5GHz)
· Various frequency granularity assumptions
· Various antenna port numbers (e.g., 32 ports, 16 ports)
· To report the selected configurations for generalization verification
· To report the method to achieve generalization over various configurations and/or to achieve scalability of the AI/ML input/output, including pre-processing, post-processing, etc.
· To report generalization cases where multiple aspects (e.g., combination of above) are involved in one dataset, if adopted. 
· To report the performance and requirement (e.g., updating filter parameters, convergence of filter) for non-AI/ML-based CSI prediction to handle the various scenarios/configurations.



In the WID, cell/site specific model was proposed as one way to further improve the performance of AI/ML based CSI prediction. However, it is unclear how to evaluate the localized model. For this issue, the spatial correlation modelling was discussed, and one agreement as shown below was reached.
	Agreement
For the evaluation of AI/ML-based CSI prediction using localized models in Release 19, consider the following options as a starting point to model the spatial correlation in the dataset for a local region:
· Option 1: The dataset is derived from UEs dropped within the local region, with spatial consistency modelling as per TR 38.901. 
· E.g., Dropped in a specific cell or within a specific boundary.
· Option 2: By using a scenario/configuration specific to the local region. 
· E.g., Indoor-outdoor ratio, LOS-NLOS ratio, TXRU mapping, etc.
Note: While modelling the spatial correlation, strive to ensure that the dataset distribution also correctly captures the decorrelation due to temporal variations in the channel. To report methods to generate training and testing dataset.



In this contribution, we provide our evaluation results on CSI prediction and share our views on specification impact.
2. Evaluation results on CSI prediction
System level simulation was performed to evaluate the UPT performance of AI/ML based CSI predictions based on the agreements made in last meeting. The simulation assumption and the evaluation results will be given in the following sections.
2.1 Simulation setting
The following three options for CSI predictions are considered for the performance comparison in this evaluation. 
· AI/ML based CSI prediction
· Benchmark 1: CSI without prediction, i.e., sampling and hold.
· Benchmark 2: non-AI/ML based CSI prediction, i.e., AR based CSI prediction.
The periodicity of CSI-RS configured by gNB is 5ms for the UE speed of 30km/h. For the CSI report, Rel-18 codebook is applied for both AI/ML and non-AI/ML based CSI prediction. For the evaluation of CSI prediction, CSI compression may also be one bottleneck for the UPT performance. To avoid this, we choose a parameter combination with high resolution for Rel-18 codebook, i.e., PC 7.
The CSI prediction is performed at the UE side, and the predicted CSI is reported after 4ms CSI processing delay relative to the last CSI-RS transmission. The gNB applies the reported CSI for DL transmission after 4ms scheduling delay. So, in our evaluations, the total delay for CSI is 8ms which includes 4ms CSI processing delay and 4ms scheduling delay.
In legacy Rel-18 CSI feedback framework, the interval between the CSI report slot and the start slot of CSI report window is configured by . Figure 1 illustrates the SGCS between the predicted CSI and the real CSI at various time instances. It can be observed that the peak SGCS value of predicted CSI appears at its associated time instance, and the SGCS value dramatically decreases when the time instance is away from the associated time instance. For example, the peak value of  is at slot 25, and the value of  is decreasing with increasing . Based on this observation, we set  as the scheduling delay for CSI prediction window. The timing relationship for CSI report is illustrated in Figure 2. 

[bookmark: _Ref163041142]Figure 1 The SGCS between the predicted CSI and the real CSI at different time instances.
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描述已自动生成]
[bookmark: _Ref163042162]Figure 2 The timing relationship for CSI report in our evaluations.
For AI/AR based CSI predictions, 5 historical raw channel matrices are used to predict the raw channel matrix of one future instance. To predict multiple raw channel matrices of future instances, the AI model or AR algorithm should be recursively performed multiple times. According to the timing relationship given in Figure 2, both AI/ML model and AR algorithm perform twice to predict the raw channel matrix of 10ms later in the evaluation.
For AR based CSI prediction, we use the following formula to calculate the predicted raw channel matrix,




where  represents the vectorization operation. The PRB-common regression coefficients of  are calculated over one PRB (e.g., center PRB) and are applied to all the PRBs. For each UE and each CSI report, the regression coefficients of   are re-calculated or updated.
For AI/ML based CSI prediction, the AI/ML model replaces AR algorithm to perform CSI prediction. The AL/ML model is common for each UE and each cell/site. The backbone of AI/ML model is MLP-mixer, and the model structure is shown in Figure 3.
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[bookmark: _Ref163043425]Figure 3 AI/ML model structure for CSI prediction.
2.2 Performance comparison
The system level simulation results have been obtained for CSI prediction, including the throughput with full buffer traffic and FTP traffic. Figure 4 and Figure 5 show the comparison among AI/ML based prediction, AR based prediction (non-AI/ML based prediction in the figure), and sampling and hold (w/o prediction in the figure).

Figure 4 shows the throughput performance with full buffer traffic. It can be observed that:
· For mean UPT, AI/ML based prediction could provide around 10.8% gain over AR based prediction. The performance gain of AI/ML based prediction over sampling and hold (w/o prediction) is 27%.
· For 5%-tile UPT, AI/ML based prediction could provide around 4.4% gain over AR based prediction. The performance gain of AI/ML based prediction over sampling and hold (w/o prediction) is 7%.


[bookmark: _Ref157505532]Figure 4 Throughput output with full buffer traffic.

Figure 5 shows the throughput performance with FTP traffic. The resource utilization is approximately 80%. It can also be observed that AI/ML prediction performs better over AR based prediction.
· For mean UPT, AI/ML prediction could provide around 9.2% gain over AR based prediction. The performance gain of AI/ML prediction over sampling and hold (w/o prediction) is 31.7%.
· For 5%-tile UPT, AI/ML prediction could provide around 20.7% gain over AR based prediction. The performance gain of AI/ML prediction over sampling and hold (w/o prediction) is 51.7%.



[bookmark: _Ref157506003]Figure 5 Throughput output with FTP traffic, RU=80%

Based these evaluation results, we have the following observations.
Observation 1:
· AI/ML based CSI prediction can provide significant performance gain over sampling and hold. For full buffer traffic, the mean UPT gain of 27% and the 5%-tile UPT gain of 7% can be observed; For FTP traffic, the mean UPT gain of 31.7% and the 5%-tile UPT gain of 51.7% can be observed.

Observation 2:
· AI/ML based CSI prediction can also provide obvious gain over AR based prediction. For full buffer traffic, the mean UPT gain of 10.8% and the 5%-tile UPT gain of 4.4% can be observed; For FTP traffic, the mean UPT gain of 9.2% and the 5%-tile UPT gain of 20.7% can be observed.

For AR based CSI prediction, the regression coefficient should be updated every CSI report instance. The calculation complexity is determined by the formulas given in section 2.1 and its implementation. Table 1 shows the FLOPS of AI/ML and AR based CSI predictions.
[bookmark: _Ref163139756][bookmark: _Ref163045431]Table 1 The complexity of AI/ML and AR based CSI prediction.
	
	AI/ML
	AR

	FLOPS(M)
	25.4
	

	#Param(M)
	0.4
	N/A



Based on this result, we have following observation.
Observation 3:
· The complexity of AI/ML based CSI prediction is much larger than AR based CSI prediction in terms of FLOPS.

2.3 Generalization
In our previous contribution [2], the intermediate KPI (e.g., NMSE/SGCS) related performance has been evaluated under various UE speeds. It can be observed from Table 2 that the performance of AI/ML based CSI prediction is much better than that of “sample and hold”, and slightly better than the AR based method.
[bookmark: _Ref163035316]Table 2 The intermediate KPI related performance of AI/ML based CSI prediction.
	UE speed
	10 km/h
	30 km/h
	60 km/h

	Sample-and-hold
	NMSE (dB)
	-8.2
	0.6
	4.2

	
	SGCS layer 1
	0.948
	0.731
	0.642

	
	SGCS layer 2
	0.932
	0.683
	0.594

	AR
	NMSE (dB)
	-48.9
	-14.8
	-5.2

	
	SGCS layer 1
	0.999
	0.956
	0.713

	
	SGCS layer 2
	0.999
	0.938
	0.659

	AI/ML
	NMSE (dB)
	-46
	-17.7
	-6.5

	
	SGCS layer 1
	0.999
	0.977
	0.768

	
	SGCS layer 2
	0.999
	0.966
	0.709



We also evaluated the generalization performance of AI/ML based CSI predictions over various UE speeds. The evaluation result is given in Table 3. 

[bookmark: _Ref163212646][bookmark: _Ref163036059]Table 3 The generalization performance of AI/ML based CSI predictions over various UE speeds.
	Test set

Training set
	10km/h
	30km/h
	60km/h

	
	NMSE (dB)
	SGCS layer1
	SGCS layer2
	NMSE (dB)
	SGCS layer1
	SGCS layer2
	NMSE (dB)
	SGCS layer1
	SGCS layer2

	10km/h
	-46
	0.999
	0.999
	5.364
	0.553
	0.525
	12.6
	0.399
	0.37

	30km/h
	-33.3
	0.999
	0.999
	-17.7
	0.977
	0.966
	13
	0.548
	0.5

	60km/h
	-17.7
	0.983
	0.977
	-12.3
	0.929
	0.902
	-6.5
	0.768
	0.709

	10&30&60km/h
	-36.9
	0.999
	0.999
	-17.2
	0.975
	0.963
	-5.9
	0.736
	0.676



Based on the evaluation results, we can have the following observation.
Observation 4:
· For AI/ML based CSI prediction, the significant performance degradation can be observed when the AI/ML model trained by the dataset with UE speed X is tested on the dataset with UE speed Y ().
· For AI/ML based CSI prediction, the AI/ML model trained by the mixed dataset has good generalization for various UE speeds.

3. Spec impact of CSI prediction
In this section, we provide our views on the specification impacts to support AI/ML-based CSI prediction.
3.1 Model inference
For CSI prediction with UE side AI/ML model, some condition at the UE side may have big impact on the CSI prediction performance, for example, the UE speed. The performance of the CSI prediction is closely related with the temporal correlation of the channel, which decreases as UE speed increases. Specifically, the temporal correlation of the channel is characterized by the zero-order Bessel function as below:

where  is the delay, and

is the Doppler’s shift, which is determined by the speed of the light , the carrier frequency , and the UE speed .
To guarantee the CSI prediction accuracy, from the AI/ML model output perspective, the number of predicted time instances and the interval between prediction instances should be decreased when the UE speed increases. From the AI/ML model input perspective, CSI-RS measurement window configuration, e.g., the number of CSI-RS measurements and the interval between CSI-RS measurement should also be changed.
Since this kind of information at the UE side is critical to the CSI prediction accuracy but is not known to the NW side, it’s desirable that the UE could send request to the NW side on the preferred configuration for CSI prediction operation. For the AI/ML model input, the UE’s recommendation may include the preferred configuration of the CSI-RS interval and the length of the measurement window. For the AI/ML model output, the UE’s recommendation may include the preferred configuration of the interval between prediction instances and the length of the prediction window.
Therefore, we have the following observation and proposal.
Observation 5:
· For AI/ML-based CSI prediction, if the UE could send the request on the preferred configurations for prediction operation according to the UE’s situation/condition, it could be beneficial for the prediction performance.
Proposal 1:
· For AI/ML based CSI prediction, RAN1 to further study the signaling and procedure for the UE to send the request on the preferred configuration for CSI prediction operation according to the UE’s situation/condition.

3.2 Model monitoring
In RAN1 #114 meeting [3], three types of performance monitoring for functionality-based LCM proposed by companies are summarized, as copied in below table. In this section, we further discuss the three types of performance monitoring for the AI/ML based CSI prediction.
	Agreement
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
· Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 


Among the three types of AI/ML monitoring for CSI prediction, UE-side monitoring is preferred. The main reason is that both the output of the AI/ML model and the ground-truth CSI are available at the UE side. As a result, a UE is able to accurately measure the performance of the AI/ML model for the CSI prediction, without the need of the help from the NW. So, Type 1 and Type 3 monitoring are preferred.
On the other hand, the performance metrics are calculated at NW in Type 2 performance monitoring. We don’t think it is necessary. Firstly, as mentioned above, the UE is able to compute the performance metric perfectly. Secondly, the computation of the performance metrics, e.g., SGCS or NMSE, does not require a high complexity and power consumption, and the UE is able to implement it with low cost. Furthermore, a large overhead and delay is caused by sending the output of the AI/ML model and the ground-truth CSI to the NW, which makes type 2 monitoring less practical.
In summary, UE-side performance monitoring is preferred for the CSI prediction sub use case, and we have the following proposal.
Proposal 2:
· For AI/ML based CSI prediction with UE-side model, Type 1 and Type 3 performance monitoring should be prioritized.

3.3 Consistency between training and inference
In RAN1 #114bis meeting [4], several approaches to ensure the consistency between training and inference regarding NW-side additional conditions were proposed, as shown in below table.
	Agreement
For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.


If model identification is used to ensure the consistency, then the issue is at which stage the model ID should be generated, which would require a lot of discussion.
For model transfer, we wonder about the necessity since the intention of ensuring consistency is for one-sided model.
Regarding indication of additional conditions, RAN1 had spent a lot of time on it but there was no consensus.
According to the agreement, one possible method to ensure the consistency is via monitoring the performance of UE-side candidate models/functionalities to select a model/functionality. For CSI prediction with UE-side model, the performance monitoring/assessment at the UE-side is beneficial over the monitoring at the NW-side. The reason is that both the ground-truth labels and the predicted raw channel matrix are available at the UE side.
Hence, the performance monitoring is preferred to ensure the consistency between training and inference.
For performance monitoring at the UE side, the NW side should provide some configurations, such as the performance metric and/or the threshold for the monitoring operation. Since the monitoring is to ensure the consistency, in one case, the UE side model may not be active yet. In such case, the NW side should provide some guidance, for example, to let the UE enable the AI/ML model and perform the performance assessment.
As a summary, the configuration and guidance from NW side is necessary for UE-side monitoring/assessment to ensure the consistence between training and inference. The related signaling and procedure should be studied.

Proposal 3:
· For CSI prediction with UE side model, to ensure the consistency between training and inference, the option of consistency assisted by monitoring should be prioritized.
· NW should provide configuration for the monitoring.
· RAN1 to further discuss the related signaling and procedures to facilitate the model/functionality selection/activation/deactivation operation.

4. Conclusion

In conclusion, we have the following observations and proposals on CSI prediction in Rel-19 study.
Observation 1:
· AI/ML based CSI prediction can provide significant performance gain over sampling and hold. For full buffer traffic, the mean UPT gain of 27% and the 5%-tile UPT gain of 7% can be observed; For FTP traffic, the mean UPT gain of 31.7% and the 5%-tile UPT gain of 51.7% can be observed.
Observation 2:
· AI/ML based CSI prediction can also provide obvious gain over AR based prediction. For full buffer traffic, the mean UPT gain of 10.8% and the 5%-tile UPT gain of 4.4% can be observed; For FTP traffic, the mean UPT gain of 9.2% and the 5%-tile UPT gain of 20.7% can be observed.
Observation 3:
· The complexity of AI/ML based CSI prediction is much larger than AR based CSI prediction in terms of FLOPS.
Observation 4:
· For AI/ML based CSI prediction, the significant performance degradation can be observed when the AI/ML model trained by the dataset with UE speed X is tested on the dataset with UE speed Y ().
· For AI/ML based CSI prediction, the AI/ML model trained by the mixed dataset has good generalization for various UE speeds.
Observation 5:
· For AI/ML-based CSI prediction, if the UE could send the request on the preferred configurations for prediction operation according to the UE’s situation/condition, it could be beneficial for the prediction performance.
Proposal 1:
· For AI/ML based CSI prediction, RAN1 to further study the signaling and procedure for the UE to send the request on the preferred configuration for CSI prediction operation according to the UE’s situation/condition.
Proposal 2:
· For AI/ML based CSI prediction with UE-side model, Type 1 and Type 3 performance monitoring should be prioritized.
Proposal 3:
· For CSI prediction with UE side model, to ensure the consistency between training and inference, the option of consistency assisted by monitoring should be prioritized.
· NW should provide configuration for the monitoring.
· RAN1 to further discuss the related signaling and procedures to facilitate the model/functionality selection/activation/deactivation operation.
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Appendix: Simulation assumptions
The detailed simulation assumptions are shown in below table.

Table 4 System level simulation assumptions
	Parameter
	Value

	Duplex, Waveform
	FDD, OFDM

	Multiple access
	OFDMA

	Scenario
	Uma

	Frequency Range
	2GHz

	[bookmark: _Hlk130373213]Inter-BS distance
	200m

	Channel model
	According to TR 38.901

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ for (rank 1,2)

	BS Tx power
	41 dBm

	BS antenna height
	25m

	UE antenna height & gain
	Follow TR36.873

	UE receiver noise figure
	9dB

	Numerology
	Slot/non-slot
	14 OFDM symbol slot

	
	SCS
	15kHz

	Simulation bandwidth
	10MHz
52 PRBs, 13 sub-bands

	Frame structure
	Slot Format 0 (all downlink) for all slots

	CSI feedback
	· CSI-RS periodicity: 5ms
· CSI feedback periodicity: 5 ms
· Scheduling delay: 4 ms

	Traffic model
	- Full Buffer
-FTP 

	UE distribution
	- 100% outdoor, 30kmph



H(20)	15	16	17	18	19	20	21	22	23	24	25	26	27	28	29	30	31	32	33	34	35	36	37	38	39	40	41	42	43	44	45	0.72018819000000001	0.78153015999999997	0.85322671000000005	0.92275744999999998	0.97606643999999998	1	0.97934803999999998	0.92626277999999995	0.86027379000000004	0.79325846	0.73358840000000003	0.68852396000000005	0.66072770000000003	0.64852697999999998	0.64603697000000004	0.64623887000000002	0.64426826000000004	0.63657264000000002	0.62278498000000004	0.60475988999999997	0.58677148000000001	0.57187867999999997	0.56312357000000002	0.55723869000000004	0.55294569999999998	0.5474831	0.54100499000000002	0.53313953000000003	0.52331506999999999	0.51400769999999996	0.50618096000000001	H_pred(25)	15	16	17	18	19	20	21	22	23	24	25	26	27	28	29	30	31	32	33	34	35	0.65656234999999996	0.65265236999999998	0.65210226999999998	0.66350863999999998	0.69007885999999996	0.73762497999999999	0.79670649999999998	0.86207195000000003	0.91761941999999996	0.95177206999999997	0.95468556999999998	0.92117475000000004	0.86469801999999996	0.80195415999999997	0.74353818000000005	0.69796866000000002	0.66861229	0.65350909000000001	0.64960121999999998	0.65101772000000002	0.65051375	H_pred(30)	15	16	17	18	19	20	21	22	23	24	25	26	27	28	29	30	31	32	33	34	35	0.63897897999999997	0.65524455999999998	0.66975258000000004	0.67866576000000001	0.68079422000000001	0.67466837000000002	0.66954703000000004	0.66907989000000001	0.67582686000000003	0.69129808000000004	0.71589806	0.74856551000000005	0.78063421	0.80274798000000003	0.81018749000000001	0.80008915000000003	0.77394958000000003	0.73806316999999999	0.69952108999999996	0.66510241000000003	0.63932732999999997	slot index


SGCS




Mean UPT	
w/ AI prediction	w/ non-AI prediction	w/o prediction	1.2695301193348993	1.1618471384432265	1	5% UPT	
w/ AI prediction	w/ non-AI prediction	w/o prediction	1.070022564102564	1.0261087179487178	1	



Mean UPT	
w/ AI prediction	w/ non-AI prediction	w/o prediction	1.3174360000000001	1.2245520000000001	1	5% UPT	
w/ AI prediction	w/ non-AI prediction	w/o prediction	1.5170321	1.3101799000000001	1	
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