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[bookmark: _Toc120549591]Introduction
Rel-19 NR AI/ML for Air Interface WI was approved in [1], we will discuss the following objectives in this contribution. 
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 




Model identification
Based on TR 38.843 [2], three types of model identification have been identified, however the detailed concept and applicable cases have not been studied or concluded.
	For AI/ML model identification of UE-side or UE-part of two-sided models, model identification is categorized in the following types:
-	Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signalling
-	The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signalling after model identification. 
-	Type B: Model is identified via over-the-air signalling,
-	Type B1: 
-	Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
-	the model may be assigned with a model ID during the model identification
-	Type B2: 
-	Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
-	the model may be assigned with a model ID during the model identification
-	Note: 	This study does not imply that model identification is necessary.



And in RAN1#116 meeting [5], we have the following agreement on model identification:
	Agreement
· To facilitate the discussion, RAN1 studies the model identification type A with more details related to use cases.
· To facilitate the discussion, RAN1 studies the following options as starting point for model identification type B with more details related to all use cases 
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
· FFS: The boundary of the options
· Note: the names (MI-Opton1, MI-Option 2, MI-Option 3) are used only for discussion purpose
· Note: other options are not precluded
Observation
The other options are proposed for model identification type B by companies during the discussion:
· MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
· MI-Option 5. Model identification via model monitoring
Agreement
· Regarding MI-Option 1 (Model identification with data collection related configuration(s) and/or indication(s)) of model identification type B, RAN1 further study the following aspects:
· [bookmark: _Hlk163031431]Relationship between model ID and data collection related configuration(s) and/or indication(s) 
· Information transmitted from NW to UE (if any) 
· Information transmitted from UE to NW (if any)
· The associated procedure
· Usage/Applicable use case(s) of MI-Option 1 
Note: whether MI-Option 1 is needed or not is a separate discussion




Model meta info during model identification
Model identification is the process of identifying an AI/ML model for the common understanding between the NW and the UE. In our mind, the motivation of model identification is to align the understanding between NW and UE when referring to an AI/ML model. 
[bookmark: _Hlk158044900]Model ID and model’s meta info are two involved components during identification, we think the model meta info is important for model-ID based LCM, so that NW could make LCM decisions based on the meta info. If UE sided model’s meta info is identified online, then RAN1 should discuss the details of meta info and RAN2 can discuss the container of meta info and corresponding procedure.
Based on the agreement above, in MI-Option 1, model identification is coupled with data collection related configuration(s) and/or indication(s). We think data collection related configuration(s) and/or indication(s) can be some kind of model meta info.
The model meta info may include the following aspects:
· The related functionality/AI enabled feature of model
· Model’s applicable scenarios, configurations
· Type/dimension of model input/output
For the above several kinds of model meta info, the functionality of model should be mandatorily provided during identification, to make sure network understand which sub use case(s) this model can be applied to. 
And the exact applicable scenarios/configurations of the model are related to the generalization/scalability of this model. For the model with good generalization/scalability capability over some scenarios/configurations, the meta info about these scenarios/configurations is not needed to be provided. 
For the model input, in some case, like the generation part for CSI compression sub use case, the model input is related to the UE implementation and does not need standardization. However, the type/dimension of model input will also have some impact on the corresponding NW’s configuration.
As for the model output of UE side model, whether and how to provide them is much related to their functionality and should be discussed in each sub use case.
[bookmark: _Hlk163032343]Proposal 1: The following aspects could be the starting point when discussing the meta info/ data collection related configuration(s) and/or indication(s) of model during model identification:
· The related functionality/AI enabled feature of model
· Model’s applicable scenarios, configurations
· Type/dimension of model input/output

Procedure of model identification
From the definition of model identification Type A, it is supported for offline model identification in model-ID-based LCM.
MI-Option 1
For MI-Option 1, if the UE-sided model or UE-part model is trained by UE side, based on the type/usage of data collection related configuration(s) and/or indication(s), there might be different mechanisms. Data collection related configuration(s) and/or indication(s) can be used for model training, model inference or identify the model related applicable conditions, NW can assign a model ID to each AI/ML model explicitly or implicitly.
Type 1: 
· Step1: NW transmit the data collection related configuration(s) and/or indication(s) to UE. 
· Step2: Then UE use this configuration(s) and/or indication(s) to collect training data to train a model. In this way, the ID associated with data collection related configuration(s) and/or indication(s), e.g., resource ID, report ID, ID carried in DCI, can be seen as a type of model ID. But also, NW can assign a model ID explicitly for the model or data collection related configuration(s) and/or indication(s).
· Note: Before Step1, UE could also report the required data collection related configuration(s) and/or indication(s).
Type 2: 
· Step1: NW transmit the data collection related configuration(s) and/or indication(s) to UE. 
· Step2: Then UE use this configuration(s) and/or indication(s) to collect inference data as the input of model. In this way, the ID associated with data collection related configuration(s) and/or indication(s), e.g., resource ID, report ID, ID carried in DCI, can be seen as a type of model ID. But also, NW can assign a model ID explicitly for the model or data collection related configuration(s) and/or indication(s).
· Note: Before Step1, UE could also report the required data collection related configuration(s) and/or indication(s).
Type 3: 
· Step1: UE reports the supported/applicable data collection related configuration(s) and/or indication(s) to NW. 
· Step2: Then NW are aware of the model existence/application based on the configuration(s) and/or indication(s). NW can assign a model ID explicitly for the model or data collection related configuration(s) and/or indication(s).

MI-Option 2
For MI-Option 2, the dataset can be used for model training. It is applicable for one-side model considering model training and model inference are not at the same entity, and two-side model training collaboration type 3. Before dataset transfer, the model information exchange between NW and UE may be performed to make sure the transferred dataset is valid or useful for training. So, there may be the following steps for MI-Option 2:
· Step1: Model information exchange between NW and UE.
· Step2: NW may transfer dataset and assign the model ID to UE side for the following model deployment, model inference and corresponding LCM operation. Also, the model ID can be dataset ID, or the IDs related with dataset transfer triggering/activation/configuration/indication.

[bookmark: _Hlk163036189]MI-Option 3
If model inference is performed at UE side and model training is performed at NW side, model identification and model transfer/delivery can be integrated into one procedure, NW can provide model ID, model description along with model structure and parameters to UE. Based on the model ID provided or assigned by the NW, model-ID-based LCM procedure can be used later.
For MI-Option 3, the NW may transmit the owned or configurable model list to UE. Then UE will report supported model list to the NW. After that, the NW may transfer model and assign the model ID to UE side for the following model deployment, model inference and corresponding LCM operation. So, there may be the following steps for MI-Option 3:
· Step1: NW may transmit the owned or configurable model list to UE.
· Step2: UE will report supported model list to the NW.
· Step3: NW may transfer model and assign the model ID to UE side for the following model deployment, model inference and corresponding LCM operation.
Based on the above analysis, we have the following proposals:
[bookmark: _Hlk163039976]Proposal 2: For MI-Option 1, it may include the following types and corresponding procedure:
Type 1: 
· Step1: NW transmit the data collection related configuration(s) and/or indication(s) to UE. 
· Step2: Then UE use this configuration(s) and/or indication(s) to collect training data to train a model. In this way, the ID associated with data collection related configuration(s) and/or indication(s), e.g., resource ID, report ID, ID carried in DCI, can be seen as a type of model ID. But also, NW can assign a model ID explicitly for the model or data collection related configuration(s) and/or indication(s).
· Note: Before Step1, UE could also report the required data collection related configuration(s) and/or indication(s).
Type 2: 
· Step1: NW transmit the data collection related configuration(s) and/or indication(s) to UE. 
· Step2: Then UE use this configuration(s) and/or indication(s) to collect inference data as the input of model. In this way, the ID associated with data collection related configuration(s) and/or indication(s), e.g., resource ID, report ID, ID carried in DCI, can be seen as a type of model ID. But also, NW can assign a model ID explicitly for the model or data collection related configuration(s) and/or indication(s).
· Note: Before Step1, UE could also report the required data collection related configuration(s) and/or indication(s).
Type 3: 
· Step1: UE reports the supported/applicable data collection related configuration(s) and/or indication(s) to NW. 
· Step2: Then NW are aware of the model existence/application based on the configuration(s) and/or indication(s). NW can assign a model ID explicitly for the model or data collection related configuration(s) and/or indication(s).

Proposal 3: For MI-Option 2, it may include the following procedure:
· Step1: Model information exchange between NW and UE.
· Step2: NW may transfer dataset and assign the model ID to UE side for the following model deployment, model inference and corresponding LCM operation. Also, the model ID can be dataset ID, or the IDs related with dataset transfer triggering/activation/configuration/indication.

Proposal 4: For MI-Option 3, it may include the following procedure:
· Step1: NW may transmit the owned or configurable model list to UE.
· Step2: UE will report supported model list to the NW.
· Step3: NW may transfer model and assign the model ID to UE side for the following model deployment, model inference and corresponding LCM operation.

Model transfer/delivery
Applicable scenarios
Based on TR 38.843 [2], we think at least model transfer/delivery can have the following usages:
1) Model deployment for one-sided model and two-sided model
2) Model pairing for two-sided model
3) NW-side additional conditions consistency between training and inference
For usage 1), the model can be trained at one side and then transferred to the other side for inference, in case that the inference side do not have capability to train a model satisfied with the specific requirements, or the inference side could not know the additional conditions of the other side.
For usage 2), it is targeting at two-sided model. For Type 1 training collaboration of CSI compression, if the model is trained at one entity and part of the model is transferred/delivered to the other entity, then it is natural the CSI generation part at UE side and the reconstruction part at NW side can be paired after model transfer/delivery.
For usage 3), it is assumed that the training data is collected under NW-side additional conditions and the model generation also have the same assumption at NW side, then the model is transferred/delivered to UE side for inference. In this way, the NW-side additional conditions consistency can be ensured by NW naturally.
[bookmark: _Hlk163039993]Proposal 5: Model transfer/delivery can have the following usages:
1)	Model deployment for one-sided model and two-sided model
2)	Model pairing for two-sided model
3)	NW-side additional conditions consistency between training and inference
[bookmark: _Hlk158117874]Analysis on various model transfer/delivery cases
Based on TR 38.843 [2], the following model transfer/delivery cases have been identified:
	Table 4.3-1: Model delivery/transfer cases
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top.
	Outside 3GPP Network
	UE-side / NW-side / neutral site

	z1
	[bookmark: _Hlk158129532]model transfer in proprietary format.
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format.
	3GPP Network
	NW-side

	z3
	model transfer in open format.
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE, i.e., an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support. 
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE, i.e., any other model structure not covered in z4, including any model structure that is only partially known.
	3GPP Network
	NW-side

	Note:	The definition of various Cases is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.






[bookmark: _Hlk158123006]Six different cases for model transfer/delivery have been identified, however, still some aspects have not been well studied. For each case, the following aspects can be discussed further:
· The detailed components of model, including open format and proprietary format
· The NW/UE requirements (e.g., model compiling capability) before model transfer/delivery
· The necessary components of model during model transfer/delivery
· The transfer /delivery container and corresponding requirements (e.g., model size) during model transfer/delivery
· The transfer/delivery latency if model need update/retrain/finetune
· The deployment delay, corresponding procedures after model transfer/delivery
And in RAN1#116 meeting [5], we have the following conclusion on model transfer/delivery Case z5:
	Conclusion:
From RAN1 perspective, the model transfer/delivery Case z5 is deprioritized for Rel-19.  




Model component
In Rel-18 study, it is assumed the model structure and model parameter consist of the whole model. However, we think for the situation of model transfer, this kind of division is valid for open format. While for proprietary format, the details of it have not been discussed. The model in this format could be some kinds of binary image, which is dependent on the UE vendor or UE chipset implementation, or still some kinds of model format, which is not specified in 3GPP but still some general AI model storage format specified in industrial community, like ONNX.
NW/UE requirements before model transfer/delivery
Case y: all the actions involving model delivery is performed offline. 
Case z1: the proprietary format generation between UE-side and NW-side need offline collaboration. Then UE-side/neutral site needs to train the model and deliver the model offline to NW side.
Case z2: the proprietary format generation between UE-side and NW-side need offline collaboration. Also, NW side need to understand the AI feature related modem implementation of UE or chipset vendors. Then NW-side needs to train the model.
Case z3: UE-side/neutral site needs to train the model and deliver the model offline to NW side in open format. 
Case z4: the model structure needs to be aligned/identified between NW and UE.
Transferred/delivered model component
Case z1, z2 need to transfer the whole model in proprietary format. Case z3 need to transfer the whole model in open format. While case z4 could only transfer the model parameters to UE side without model structure.
Transfer /delivery container and corresponding requirements
Although the container of model transfer may be up to RAN2’s decision, while RAN1 could discuss the required model size for each sub case at least based on the evaluation results. It is suggested a small set of simple models with small model sizes could be used as a reference.
Transfer/delivery latency if model need update/retrain/finetune
Compared to Case z2, additional latency is introduced by Case z1 due to the updated/retrained/finetuned new model need to be delivered to NW-side offline additionally.
Compared to Case z1, if the proprietary format in Case z1 is binary image, additional latency is introduced by Case z3 due to the model need to be compiled at UE-side after model transfer.
Compared to Case z4, additional latency is introduced by Case z3 due to the updated/retrained/finetuned new model need to be delivered to NW-side offline additionally. Besides, if only the model parameters need to be transferred in Case z4, additional air-interface resources and additional model size in transfer procedure is introduced in Case z3.
Deployment delay after model transfer/delivery
After UE receive the model, UE side might need to do additionally model compiling and/or model testing before model deployment. At least for Case z3, the model compiling and/or testing is needed, while for Case z4, it can only update parameter without recompile and/or retesting.
[bookmark: _Hlk163040014]Proposal 6: For each case of model transfer/delivery to UE, the following aspects can be discussed further:
· The detailed components of model, including open format and proprietary format
· The NW/UE requirements (e.g., model compiling capability) before model transfer/delivery
· The necessary components of model during model transfer/delivery
· The transfer /delivery container and corresponding requirements (e.g., model size) during model transfer/delivery
· The transfer/delivery latency if model need update/retrain/finetune
· The deployment delay, corresponding procedures after model transfer/delivery

UE data collection
In R18 study phase, RAN2 have send a LS [3] regarding the data collection requirement for each sub use case and RAN 1 have also replied to the LS about the content and size of UE data in [4], the Reply LS on Data Collection Requirements and Assumptions could be the baseline for RAN2’s discussion on this issue.
[bookmark: _Hlk163040028]Proposal 7: Regarding the UE side data collection mechanism, RAN2 could take the Reply LS on Data Collection Requirements and Assumptions (R1-2310681) as the baseline.

Conclusions
In this contribution, we discussed model identification, model transfer/delivery and UE data collection, and the following proposals are made.
Proposal 1: The following aspects could be the starting point when discussing the meta info/ data collection related configuration(s) and/or indication(s) of model during model identification:
· The related functionality/AI enabled feature of model
· Model’s applicable scenarios, configurations
· Type/dimension of model input/output
Proposal 2: For MI-Option 1, it may include the following types and corresponding procedure:
Type 1: 
· Step1: NW transmit the data collection related configuration(s) and/or indication(s) to UE. 
· Step2: Then UE use this configuration(s) and/or indication(s) to collect training data to train a model. In this way, the ID associated with data collection related configuration(s) and/or indication(s), e.g., resource ID, report ID, ID carried in DCI, can be seen as a type of model ID. But also, NW can assign a model ID explicitly for the model or data collection related configuration(s) and/or indication(s).
· Note: Before Step1, UE could also report the required data collection related configuration(s) and/or indication(s).
Type 2: 
· Step1: NW transmit the data collection related configuration(s) and/or indication(s) to UE. 
· Step2: Then UE use this configuration(s) and/or indication(s) to collect inference data as the input of model. In this way, the ID associated with data collection related configuration(s) and/or indication(s), e.g., resource ID, report ID, ID carried in DCI, can be seen as a type of model ID. But also, NW can assign a model ID explicitly for the model or data collection related configuration(s) and/or indication(s).
· Note: Before Step1, UE could also report the required data collection related configuration(s) and/or indication(s).
Type 3: 
· Step1: UE reports the supported/applicable data collection related configuration(s) and/or indication(s) to NW. 
· Step2: Then NW are aware of the model existence/application based on the configuration(s) and/or indication(s). NW can assign a model ID explicitly for the model or data collection related configuration(s) and/or indication(s).

Proposal 3: For MI-Option 2, it may include the following procedure:
· Step1: Model information exchange between NW and UE.
· Step2: NW may transfer dataset and assign the model ID to UE side for the following model deployment, model inference and corresponding LCM operation. Also, the model ID can be dataset ID, or the IDs related with dataset transfer triggering/activation/configuration/indication.

Proposal 4: For MI-Option 3, it may include the following procedure:
· Step1: NW may transmit the owned or configurable model list to UE.
· Step2: UE will report supported model list to the NW.
· Step3: NW may transfer model and assign the model ID to UE side for the following model deployment, model inference and corresponding LCM operation.

Proposal 5: Model transfer/delivery can have the following usages:
1)	Model deployment for one-sided model and two-sided model
2)	Model pairing for two-sided model
3)	NW-side additional conditions consistency between training and inference

Proposal 6: For each case of model transfer/delivery to UE, the following aspects can be discussed further:
· The detailed components of model, including open format and proprietary format
· The NW/UE requirements (e.g., model compiling capability) before model transfer/delivery
· The necessary components of model during model transfer/delivery
· The transfer /delivery container and corresponding requirements (e.g., model size) during model transfer/delivery
· The transfer/delivery latency if model need update/retrain/finetune
· The deployment delay, corresponding procedures after model transfer/delivery

Proposal 7: Regarding the UE side data collection mechanism, RAN2 could take the Reply LS on Data Collection Requirements and Assumptions (R1-2310681) as the baseline.
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