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1. [bookmark: OLE_LINK14][bookmark: _Ref490222521][bookmark: OLE_LINK13]Introduction
During the RAN1#106 meeting, some agreements are made below.
	Agreement
RAN1 to consider the following performance metrics for DL Coverage enhancement evaluation at system level:
At least:
· CDF of the received SINR
· The dwell time and revisit time interval for each beam illumination across the coverage
· Periodicity of common control channels (e.g. SSB, CORESET0/SIB1, SIB19) and corresponding coverage ratio
Other metrics may be reported such as
· CDF of the cell throughput
· CDF of user perceived throughput (UPT)
· CDF of Latency
· Ratio of mean served cell throughput and offered cell throughput, denoted by 𝜌 (refer to TR36.889)

For system level study based on analytical evaluation:
· N1 beam footprints are in state “off”
· These beam footprints are not served by any signal (no satellite service in this area)
· N2 beam footprints are in state “common messages only”
· These beam footprints do not have any active user traffic, and are served the necessary information for cell discovery and initial access.
· Optionally, companies may consider user arrival (e.g. RACH access) in this type of cell, and should describe how this is taken into account in the analytical evaluation
· N3 beam footprints are in state “active traffic” 
· These beam footprints have X active (e.g. VoNR) users each.
· These beam footprints are also served the necessary information for cell discovery and initial access
· N1 + N2 + N3 = “Total number of beam footprints “ 
· N1, N2, N3, X are to be reported by companies.
· Resource utilization obtained under the assumptions above is to be reported by companies.
· Other assumptions made in the evaluation are to be reported by companies, e.g. power sharing scheme, beam hopping scheme, etc.
Agreement
The following traffic models are considered for system level evaluation of DL coverage:
· FTP3: as in Table 6.1.1.1-7 of TR 38.821: 0.5MB as packet size, 200ms as mean inter-arrival time 
· FTP3 IM: 0.1MB as packet size, 2s as mean inter-arrival time 
· VoIP can be considered in the evaluation. 
For the evaluation of NTN downlink coverage at link level, reuse the target data rate from Rel-18 NTN Coverage enhancements:
· For VoIP: AMR 4.75 kbps (TBS of 184 bits without CRC in physical layer) with 20 ms data arriving interval 
· For data rate service: both 3 kbps and 1Mbps can be considered
· Companies can also use the data rates corresponding to the traffic types used for system level evaluations
Agreement
For link-level study, downlink coverage performance in NR NTN is evaluated according to the following steps.
Step 1: CNR is calculated as defined in 6.1.3.1 of TR 38.821
Step 2: Required SNR of target service is evaluated by LLS
Step 3: The CNR and the required SNR are compared
Agreement
For link-level study, for NR NTN DL coverage enhancement, the following channels/signals can be considered for evaluations:
· PDSCH for VoIP
· PDSCH for low data rate service
· PDSCH Msg.2
· PDSCH Msg.4
· PDSCH carry SIB, e.g., SIB1, SIB 19
· PDSCH for paging
· PDCCH
· Broadcast PDCCH (e.g. PDCCH of Msg.2, paging)
· SSB
Note: RAN1 will aim to identify necessary link-level enhancements for these channels in the study phase. At the end of the study phase, RAN1 will further discuss whether the potential link-level enhancements will be specified within Rel-19 framework.



In this contribution, we discuss the downlink coverage enhancement for NR NTN, including system level and link level study.
2. Coverage study for LEO600km Set1-1 FR1
[bookmark: _Hlk163143553]Agreement:
	LEO600km Set1-1 FR1 (i.e., S-band)

	Maximum Bandwidth per beam
	5 MHz

	SCS
	15 kHz

	Beam size(Note 1)
	50km

	Satellite EIRP density /beam (dBW/MHz)
	34

	Payload Total DL power level (dBW)
	31.24

	Aggregated EIRP (Total) (dBW)
	61.24*

	Satellite Tx max Gain
	30 dBi

	Maximum EIRP per Satellite beam (dBW)
	41

	Total number of beam footprints***
	1058

	Total number of simultaneously active beams **
	106

	% simultaneously active beams**
	10.02 %

	*Note: EIRP limit is 61.24 dBm for the reference configuration. 
**Assuming 100 % Resource Block utilization within the same beam at max power. Absolute number of simultaneously active beams is up to 212 (due to limitation of RF) 
*** For a constellation design at 600km with low elevation angle with 30° and selected (i.e Set 1 parameters) beam size
Note 1: At least this beam size is considered in this scenario, larger beam sizes maybe evaluated and reported by companies



Link level and system level study


[bookmark: _Ref163055681]Figure 1 A time-domain SSB pattern of 1 SSBs within 2ms period, for a single beam


[bookmark: _Ref163055697]Figure 2 SSB patterns in a TDMed manner
For the Set1-1 case, the total number of simultaneously activated beams and the beam footprints are 106 and 1058, respectively. Considering the time-domain SSB pattern of 1 SSBs within 2ms dwell time, as shown in Figure 1, the number of TDMed SSB patterns within a SSB period is . Thus, as Figure 2 shows, by hopping the beams sequentially in TDMed SSB patterns, a total number of beams can be reached within a period of 20ms, covering all of the 1058 beam footprints. If the dwell time of a SSB pattern is shorter, more beam footprints can be covered within a period of 20ms. 
[bookmark: _Hlk163135568]In the above beam hopping mechanism, we consider that the common message and active traffic transmissions share the dwell time. Thus, N2=N3=106, N1=1058-106=952, where N1, N2 and N3 respectively represent the number of beam footprints in the state “off”, state “common messages only”, and state “active traffic”, according to the agreements in RAN1#106. 
[bookmark: _Ref163113643]Observation 1: For LEO600km Set1-1 FR1, during the 20ms period of SSB, the total 1058 satellite beam footprints can be illuminated in sequence with the following beam hopping mechanism:
-2ms dwell time for each SSB pattern, 106 simultaneously activated beams, and 20ms revisit time contains 10 SSB patterns in a TDMed manner. In this mechanism, N2=N3=106, N1=952.

In LEO600km Set1-1, the satellite aggregated EIRP is considered to be 61.24dBW per 5MHz, i.e., 54.24 dBW/MHz. Considering that up to 106 satellite beams can be simultaneously activated and the power is equally distributed over the active beams, the additional EIRP loss for the receiver at an activated beam is 10*log10(106) – (54.24 – 34) = 0.013 dB, compared with the EIRP density/beam of 34 dBm considered in our previous contribution on Rel-18 link budget evaluation[2], where detailed satellite parameters per beam are defined as appendix A. Thus, the evaluation results for DL coverage can be obtained as follows.
[bookmark: _Ref163055715]Table 1
	Results
	link budget CNR1
	link budget CNR2
(consider the total loss into CNR1）
	LLS results SNR
	Performance gap SNR-CNR1
	Performance gap SNR-CNR2

	SSB
	-1.89
	-1.903
	-11.26
	-9.37
	-9.357

	PDCCH with AL=8 for 5MHz bandwidth
	-1.89
	-1.903
	-6.8
	-4.91 
	-4.897

	PDSCH-1Mbps
	-1.89
	-1.903
	-7.33
	-5.44
	-5.427

	PDSCH-3kbps
	-1.89
	-1.903
	-14.45
	-12.56
	-12.547

	PDSCH-Msg2
	-1.89
	-1.903
	-15.01
	-13.12
	-13.107

	PDSCH-Msg4
	-1.89
	-1.903
	-4.14
	-2.25
	-2.237


From Table 1, it can be observed that all of the interested physical channels and SSB satisfy the required SNR even if the additional 0.013dB loss is considered. Hence, from link-level aspects, no enhancement is needed. 
Observation 2: For LEO600km Set1-1 FR1, based on link budget analysis, no channel needs to be enhanced if 0.013dB loss is considered.
[bookmark: _Ref163121400]Proposal 1: For LEO600km Set1-1 FR1, there is no need to extend the SSB periodicity.
[bookmark: _Ref163121402]Proposal 2: For LEO600km Set1-1 FR1, no channel needs to be enhanced.

System level simulation
Here, we evaluate the system performance based on single satellite SLS assumptions, see Appendix B. According to the beam hopping mechanism assumption above, N2=N3=106 and N1=952. However, modeling total of 1058 beam areas in simulation is very complex. Hence, to simplify the simulation, we assume N1=N3=1, N1=9, and the total number of beam footprints is 10. The dwell time of each beam footprint is 2ms and the revisit time of each beam footprint is 20ms, which is consistent with the proposed beam hopping mechanism. For UE distribution, ten UEs are active in each beam footprint. Besides, the periodicity of common control channels (e.g. SIB1, SIB19) is set to 20ms.
Based on the above simulation assumptions of N1, N2, and N3, we first explain the rationale of this equivalence assumption. In the topology with a radius of around 800km, which consists of 1058 beam footprints, UEs are randomly distributed. As shown in Figure 3, the 3D distances from a UE in an area with a radius of 400km or 25km to the satellite are 721km and 601km, respectively. This results in 1.5dB difference in Pathloss between the two UEs. However, compared to the actual Pathloss level, e.g., 150dB, from satellite to ground, the 1.5dB gap in Pathloss is very small and can be almost neglected. Hence, the UEs distribution when UEs are randomly dropped within a 800km radius area is approximately equivalent to the UEs distribution that UEs are dropped within some centra beam areas.
Some evaluation results are given as follows.


[bookmark: _Ref163067361]Figure 3 The schematic of beam footprints range
For FTP 3 with packet size = 0.1 Mbyte and 2s as mean inter-arrival time
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	Dwell time per beam
	Revisit time per beam
	Avg UPT per UE
	Avg SE per UE
	Avg Packet Delay per UE

	2ms
	20ms
	0.015Mbps
	0.005bps/Hz
	40s



For FTP 3 with packet size = 0.5 Mbyte and 200ms as mean inter-arrival time
[image: ][image: ]
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	Dwell time per beam
	Revisit time per beam
	Avg UPT per UE
	Avg SE per UE
	Avg Packet Delay per UE

	2ms
	20ms
	0.025Mbps
	0.006bps/Hz
	49.7s



For Voip with AMR 4.75 kbps (TBS of 184 bits without CRC in physical layer) and 20 ms data arriving interval
[image: ][image: ]

	Dwell time per beam
	Revisit time per beam
	Avg UPT per UE
	Avg SE per UE
	Avg Packet Delay per UE

	2ms
	20ms
	0.025Mbps
	0.002bps/Hz
	0.01s



Observation 3: For LEO600km Set1-1 FR1, based on the system level simulation, it can be seen that the performance of UE, e.g., UPT or SE, is basically matched with the performance provided in TR38.821 (R17 NTN performance)

3. Coverage study for LEO600km Set1-2 FR1
Agreement:
	LEO600km Set1-2 FR1 (i.e., S-band)

	Maximum Bandwidth per beam
	5 MHz

	SCS
	15 kHz

	Beam size (note 1)
	50km

	Satellite EIRP density /beam (dBW/MHz)
	34

	Payload Total DL power level (dBW)
	23

	Aggregated EIRP (Total) (dBW)
	53*

	Satellite Tx max Gain
	30 dBi

	Maximum EIRP per Satellite beam (dBW)
	41

	Total number of beam footprints
	1058

	Total number of simultaneously active beams**
	16

	% simultaneously active beams**
	1.5 %

	*Note: EIRP limit is 53 dBm for the reference configuration. 
**Absolute number of simultaneously active beams is up to 16 (due to limitation of RF)
Note 1: At least this beam size is considered in this scenario, larger beam sizes maybe evaluated and reported by companies



Link level and system level study


[bookmark: _Ref163055815]Figure 4 The time-domain SSB pattern of 1 SSBs within 0.5ms period, for a single beam


[bookmark: _Ref163055864]Figure 5 SSB patterns in a TDMed manner
For LEO600km Set1-2 FR1, with the beam size of 50km, the total number of simultaneously activated beams and that of the beams are 16 and 1058, respectively. Considering the very low number of simultaneously activated beams, to reach the coverage of all beam footprints under the 20ms SSB periodicity, we need to consider a larger beam size to reduce the total beam footprints. Assuming a time-domain SSB pattern of 1 SSB within 0.5ms dwell time, as shown in Figure 4, the number of SSB patterns is 20ms÷0.5ms=40. Then, as Figure 5 shows, by hopping the beams sequentially in TDMed SSB patterns, a total number of 40×16=640 beams can be reached within a period of 20ms. Then, if the number of total beam footprints is set to 640, we need to extend the single beam size to 66km to guarantee the same overall coverage area of the satellite. Similar to the analysis of Set1-1, we consider N2=N3=16, N1=640-16=624 for the above beam hopping mechanism. However, if the dwell time of a SSB pattern is longer, larger beam sizes are needed for less total beam footprints.
Observation 4: For LEO600km Set1-2 FR1, when SSB transmission, larger beam sizes can be considered to reduce the total number of beam footprints, e.g., beam size of 66km resulting in the 640 beam footprints in total.
Observation 5:  For LEO600km Set1-2 FR1 with 66km beam size, during the 20ms period of SSB, the total 640 satellite beam footprints can be illuminated in sequence with a properly designed beam hopping mechanism: 
-0.5ms dwell time for 1 SSB pattern with 16 simultaneously activated beams,  and 20ms revisit time contains 40 SSB patterns in a TDMed manner. In this mechanism, N2=N3=16, N1=624.

In LEO600km Set1-2, the satellite aggregated EIRP is considered to be 53dBW per 5MHz, i.e., 46 dBW/MHz. If the beam size is expanded to 66km, the beamwidth becomes 6.3° and corresponds to an additional loss of 3.6dB according to Figure 6. Moreover, considering that up to 16 satellite beams can be simultaneously activated and the power is equally distributed over the active beams, the eventual additional EIRP loss for the receiver at an activated beam is 10*log10(16) – (46 – 34) + 3.6 = 3.64 dB, compared with the EIRP density/beam of 34 dBm considered in our previous contribution on Rel-18 link budget evaluation[2]. Thus, the evaluation results for DL coverage can be obtained as follows. 
[image: ]
[bookmark: _Ref163055889]Figure 6 Satellite antenna pattern according to [3]
[bookmark: _Ref163055917]Table 2
	Results
	link budget CNR1
	link budget CNR2
(consider the total loss into CNR1）
	LLS results SNR
	Performance gap SNR-CNR1
	Performance gap SNR-CNR2

	SSB
	-1.89
	-5.53
	-11.26
	-9.37
	-5.73

	PDCCH with AL=8 for 5MHz bandwidth
	-1.89
	-5.53
	-6.8
	-4.91 
	-1.27

	PDSCH-1Mbps
	-1.89
	-5.53
	-7.33
	-5.44
	-1.8

	PDSCH-3kbps
	-1.89
	-5.53
	-14.45
	-12.56
	-8.92

	PDSCH-Msg2
	-1.89
	-5.53
	-15.01
	-13.12
	-9.48

	PDSCH-Msg4
	-1.89
	-5.53
	-4.14
	-2.25
	1.39


From Table 2, it can be observed that except for PDSCH Msg4, all of the other interested physical channels and SSB satisfy the required SNR even if the additional 3.64 dB loss is considered. Particularly, PDSCH Msg4 suffers from a 1.39 dB performance gap and becomes the bottleneck channel. However, the performance loss of PDSCH Msg4 can be easily solved by enabling PDSCH retransmission. 
Observation 6: For LEO600km Set1-2 FR1 with 66km beam size, based on the link budget analysis, only PDSCH Msg4 suffers performance loss if an additional 3.64 dB loss is considered, while the performance loss can be easily solved by enabling retransmission.

[bookmark: _Ref163121404]Proposal 3: For LEO600km Set1-2 FR1, a larger beam size can be considered to reduce the total number of beam footprints.
[bookmark: _Ref163121405]Proposal 4: For LEO600km Set1-2 FR1, there is no need to extend the SSB periodicity if considering larger beam size, e.g., 66km.
[bookmark: _Ref163121407]Proposal 5: For LEO600km Set1-2 FR1, no channel needs to be enhanced if considering a larger beam size, e.g., 66km.

System level simulation
Here, we evaluate the system performance based on single satellite SLS assumptions, see Appendix B. Similar to the equivalence evaluation for Set1-1, we assume N1=N3=1, N1=39, and the total number of beam footprints is 40. And, the dwell time of each beam footprint is 0.5ms and the revisit time of each beam footprint is 20ms, which are consistent with the actual beam hopping mechanism. For UE distribution, ten UEs are active in each beam footprint. Besides, the periodicity of common control channels (e.g. SIB1, SIB19) is set to 20ms. Moreover, the 66km beam size and the corresponding 3.6dB beamwidth loss are also taken into account. Some evaluation results are given as follows.
For FTP 3 with packet size = 0.1 Mbyte and 2s as mean inter-arrival time
[image: ][image: ]
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	Dwell time per beam
	Revisit time per beam
	Avg UPT per UE
	Avg SE per UE
	Avg Packet Delay per UE

	0.5ms
	20ms
	0.0085Mbps
	0.002bps/Hz
	45.5s



For FTP 3 with packet size = 0.5 Mbyte and 200ms as mean inter-arrival time
[image: ][image: ]
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	Dwell time per beam
	Revisit time per beam
	Avg UPT per UE
	Avg SE per UE
	Avg Packet Delay per UE

	0.5ms
	20ms
	0.0078Mbps
	0.002 bps/Hz
	49s



For Voip with AMR 4.75 kbps (TBS of 184 bits without CRC in physical layer) and 20 ms data arriving interval
[image: ][image: ]

	Dwell time per beam
	Revisit time per beam
	Avg UPT per UE
	Avg SE per UE
	Avg Packet Delay per UE

	0.5ms
	20ms
	0.028Mbps
	0.001bps/Hz
	0.01 s



Observation 7: For LEO600km Set1-2 FR1, based on the system level simulation, it can be seen that the performance of UE, e.g., UPT or SE, is basically matched with the performance provided in TR38.821 (R17 NTN performance)

4. Coverage study for LEO600km Set1-3 FR1
Agreement:
	LEO600km Set 1-3 FR1 (i.e., S-band)

	Maximum Bandwidth per beam
	5 MHz

	SCS
	15 kHz

	Beam size (note 1)
	50km

	Satellite EIRP density /beam (dBW/MHz)
	26

	Payload Total DL power level (dBW)
	23.24

	Aggregated EIRP (Total) (dBW)
	53.24*

	Satellite Tx max Gain
	30 dBi

	Maximum EIRP per Satellite beam (dBW)
	33

	Total number of beam footprints
	1058

	Total number of simultaneously active beams**
	106

	% simultaneously active beams**
	10.02 %

	*Note: EIRP limit is 53.24 dBm for the reference configuration. 
**Absolute number of simultaneously active beams is up to 212 (due to limitation of RF)
Note 1: At least this beam size is considered in this scenario, larger beam sizes maybe evaluated and reported by companies



Link level and system level study
For the parameter Set1-3 FR1, the total number of simultaneously activated beams and that of the beams are 106 and 1058, respectively. In order to reach the coverage of all beam footprints under the 20ms SSB periodicity, there are two methods to consider. 
In Method1, considering a time-domain SSB pattern of 1 SSBs within 0.5ms dwell time, the number of TDMed SSB patterns within a SSB period is . Thus, by hopping the beams sequentially with TDMed SSB patterns, a total number of beams can be reached within a period of 20ms, covering four times the overall 1058 beam footprints required. That is to say, four beams targeting the same area can be activated simultaneously, which leads to an extra 6dB power gain at the receiver. We consider N2=N3=106, N1=1058-16=952 for the above beam hopping mechanism. Besides, if the dwell time of a SSB pattern is longer, all beam footprints can still be covered within a period of 20ms.
Based on the satellite aggregated EIRP is considered to be 53.24dBW per 5MHz, i.e., 46.24 dBW/MHz in Set1-3 and the extra 6dB coverage gain can be achieved at the receiver since four beams can cover the same area simultaneously, we can drive the eventual additional EIRP loss for the receiver at an activated beam is 10*log10(106) – (46.24 – 34) – 6 = 2 dB, compared with the EIRP density/beam of 34 dBm considered in our previous contribution on Rel-18 link budget evaluation[2]. Thus, the evaluation results for DL coverage can be obtained as follows. 
[bookmark: _Ref163055933]Table 3
	Results
	link budget CNR1
	link budget CNR2
(consider the total loss into CNR1）
	LLS results SNR
	Performance gap SNR-CNR1
	Performance gap SNR-CNR2

	SSB
	-1.89
	-3.89
	-11.26
	-9.37
	-7.37

	PDCCH with AL=8 for 5MHz bandwidth
	-1.89
	-3.89
	-8.56
	-4.91
	-2.91

	PDSCH-1Mbps
	-1.89
	-3.89
	-7.33
	-5.44
	-3.44

	PDSCH-3kbps
	-1.89
	-3.89
	-14.45
	-12.56
	-10.56

	PDSCH-Msg2
	-1.89
	-3.89
	-15.01
	-13.12
	-11.12

	PDSCH-Msg4
	-1.89
	-3.89
	-4.14
	-2.25
	-0.25


From Table 3, it can be observed that all of the interested physical channels and SSB are satisfied with the required performance gap even if the additional 2 dB loss is considered. 
Observation 8: For LEO600km Set1-3 FR1 when using method1, during the 20ms period of SSB, the total 1058 satellite beam footprints can be illuminated in sequence with the following beam hopping mechanism 1: 
-0.5ms dwell time for each SSB pattern, 106 simultaneously activated beams, and 20ms revisit time contains 40 SSB patterns in a TDMed manner, four beams cover the same footprint area simultaneously. In this mechanism, N2=N3=106, N1=952.
Observation 9: For LEO600km Set1-3 FR1, based on link budget analysis of method1, no channel need to be enhanced if 2dB loss is considered.

In Method2, similar to the study for Set1-2, we can increase the gain of beamwidth to reduce the EIPR loss of an activated beam, by reducing the beam size. Specifically, if the beam size is set to 35km, which will bring an extra 1.31 beamwidth gain,  and the corresponding number of total beam footprints is 2056. If the beam size is smaller, there will be more beam footprints and more beamwidth gain. Considering the following beam hopping mechanism: the dwell time of the time-domain SSB pattern of 1 SSBs is 0.5ms, and the number of TDMed SSB patterns within a SSB period is . Thus, by hopping the beams sequentially in TDMed SSB patterns, a total number of beams can be reached within a period of 20ms, covering two times the overall 2056 beam footprints required. That is to say, two beams targeting the same area are activated simutanouly, which lead to an extra 3dB power gain at the receiver. We consider N2=N3=106, N1=2056-106=1950 for the above beam hopping mechanism.  However, if the dwell time of a SSB pattern is larger,  all beam footprints can still be covered within a period of 20ms.
Based on the satellite aggregated EIRP is considered to be 53.24dBW per 5MHz, i.e., 46.24 dBW/MHz in Set1-3 and the extra 3+1.31 dB extra gain can be achieved at the receiver Since two beams can cover the same area simultaneously and using small beam size, we can drive the the eventually additional EIRP loss for the receiver at an activated beam is 10*log10(106) – (46.24 – 34) – (3+1.31) = 3.69 dB, compared with the EIRP density/beam of 34 dBm considered in our previous contribution on Rel-18 link budget evaluation[2]. Thus, the evaluation results for DL coverage can be obtained as follows.
[bookmark: _Ref163055942]Table 4
	Results
	link budget CNR1
	link budget CNR2
(consider the total loss into CNR1）
	LLS results SNR
	Performance gap SNR-CNR1
	Performance gap SNR-CNR2

	SSB
	-1.89
	-5.58
	-11.26
	-9.37
	-5.68

	PDCCH with AL=8 for 5MHz bandwidth
	-1.89
	-5.58
	-8.56
	-4.91
	-1.22

	PDSCH-1Mbps
	-1.89
	-5.58
	-7.33
	-5.44
	-1.75

	PDSCH-3kbps
	-1.89
	-5.58
	-14.45
	-12.56
	-8.7

	PDSCH-Msg2
	-1.89
	-5.58
	-15.01
	-13.12
	-9.43

	PDSCH-Msg4
	-1.89
	-5.58
	-4.14
	-2.25
	1.44


From Table 4, it can be observed that except for PDSCH Msg4, all of the other interested physical channels and SSB satisfy the required SNR even if an additional 3.69 dB loss is considered. Particularly, PDSCH Msg4 suffers from a 1.44 dB performance gap and becomes the bottleneck channel. However, the performance loss of PDSCH Msg4 can be easily solved by enabling PDSCH retransmission. 
Observation 10: For LEO600km Set1-3 FR1, when SSB transmission, smaller beam sizes can be considered to increase the total number of beam footprints, e.g., beam size of 35km resulting in the 2056 beam footprints in total.
Observation 11: For LEO600km Set1-3 FR1 with 35km beam size (method2), during the 20ms period of SSB, the total 2056 satellite beam footprints can be illuminated in sequence with the following beam hopping mechanism: 
-0.5ms dwell time for each SSB pattern, 106 simultaneously activated beams,  and 20ms revisit time contains 40 SSB patterns in a TDMed manner, two beams cover the same footprint area simultaneously. In this mechanism, N2=N3=106, N1=1950.
Observation 12: For LEO600km Set1-3 FR1, based on the link budget analysis of method2, only PDSCH Msg4 suffers performance loss if an additional 3.69 dB loss is considered, while the performance loss can be easily solved by enabling retransmission.

[bookmark: _Ref163121409]Proposal 6: For LEO600km Set1-3 FR1, there is no need to extend the SSB periodicity.
[bookmark: _Ref163121410]Proposal 7: For LEO600km Set1-3 FR1, no channel needs to be enhanced.

System level simulation
Here, we evaluate the system performance based on single satellite SLS assumptions, see Appendix B. Similar to the equivalence evaluation for Set1-1, based on the proposed method1, we assume N1=N3=1, N1=39, and the total beam footprints is 40. And, the dwell time of each beam footprint is 0.5ms and the revisit time of each beam footprint is 20ms, which are consistent with the actual beam hopping mechanism. For UE distribution, ten UEs are active in each beam footprint. Besides, the periodicity of common control channels (e.g. SIB1, SIB19) is set to 20ms. Moreover, the 6dB gain brought by four beams covering a same area is taken into account. Then, some evaluation results are given as follows.
For FTP 3 with packet size = 0.1 Mbyte and 2s as mean inter-arrival time
[image: ][image: ]

[image: ]
	Dwell time per beam
	Revisit time per beam
	Avg UPT per UE
	Avg SE per UE
	Avg Packet Delay per UE

	0.5ms
	20ms
	0.006 Mbps
	0.0015 bps/Hz
	48s



For FTP 3 with packet size = 0.5 Mbyte and 200ms as mean inter-arrival time
[image: ][image: ]
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	Dwell time per beam
	Revisit time per beam
	Avg UPT per UE
	Avg SE per UE
	Avg Packet Delay per UE

	0.5ms
	20ms
	0.0055Mbps
	0.0014bps/Hz
	49.5s



For Voip with AMR 4.75 kbps (TBS of 184 bits without CRC in physical layer) and 20 ms data arriving interval
[image: ][image: ]
	Dwell time per beam
	Revisit time per beam
	Avg UPT per UE
	Avg SE per UE
	Avg Packet Delay per UE

	0.5ms
	20ms
	0.02Mbps
	0.0008bps/Hz
	0.01s



Observation 13: For LEO600km Set1-3 FR1, based on the system level simulation, it can be seen that the performance of UE, e.g., UPT or SE, is basically matched with the performance provided in TR38.821 (R17 NTN performance)

5. Conclusion
In this contribution, we provide our views on downlink coverage enhancement for NR-NTN. According to the discussions, we have following observations and proposals: 
Observation 1: For LEO600km Set1-1 FR1, during the 20ms period of SSB, the total 1058 satellite beam footprints can be illuminated in sequence with the following beam hopping mechanism:
-2ms dwell time for each SSB pattern, 106 simultaneously activated beams, and 20ms revisit time contains 10 SSB patterns in a TDMed manner. In this mechanism, N2=N3=106, N1=952.
Observation 2: For LEO600km Set1-1 FR1, based on link budget analysis, no channel needs to be enhanced if 0.013dB loss is considered.
Observation 3: For LEO600km Set1-1 FR1, based on the system level simulation, it can be seen that the performance of UE, e.g., UPT or SE, is basically matched with the performance provided in TR38.821 (R17 NTN performance)
Observation 4: For LEO600km Set1-2 FR1, when SSB transmission, larger beam sizes can be considered to reduce the total number of beam footprints, e.g., beam size of 66km resulting in the 640 beam footprints in total.
Observation 5:  For LEO600km Set1-2 FR1 with 66km beam size, during the 20ms period of SSB, the total 640 satellite beam footprints can be illuminated in sequence with a properly designed beam hopping mechanism: 
-0.5ms dwell time for 1 SSB pattern with 16 simultaneously activated beams,  and 20ms revisit time contains 40 SSB patterns in a TDMed manner. In this mechanism, N2=N3=16, N1=624.
Observation 6: For LEO600km Set1-2 FR1 with 66km beam size, based on the link budget analysis, only PDSCH Msg4 suffers performance loss if an additional 3.64 dB loss is considered, while the performance loss can be easily solved by enabling retransmission.
Observation 7: For LEO600km Set1-2 FR1, based on the system level simulation, it can be seen that the performance of UE, e.g., UPT or SE, is basically matched with the performance provided in TR38.821 (R17 NTN performance)
Observation 8: For LEO600km Set1-3 FR1 when using method1, during the 20ms period of SSB, the total 1058 satellite beam footprints can be illuminated in sequence with the following beam hopping mechanism 1: 
-0.5ms dwell time for each SSB pattern, 106 simultaneously activated beams, and 20ms revisit time contains 40 SSB patterns in a TDMed manner, four beams cover the same footprint area simultaneously. In this mechanism, N2=N3=106, N1=952.
Observation 9: For LEO600km Set1-3 FR1, based on link budget analysis of method1, no channel need to be enhanced if 2dB loss is considered.
Observation 10: For LEO600km Set1-3 FR1, when SSB transmission, smaller beam sizes can be considered to increase the total number of beam footprints, e.g., beam size of 35km resulting in the 2056 beam footprints in total.
Observation 11: For LEO600km Set1-3 FR1 with 35km beam size (method2), during the 20ms period of SSB, the total 2056 satellite beam footprints can be illuminated in sequence with the following beam hopping mechanism: 
-0.5ms dwell time for each SSB pattern, 106 simultaneously activated beams,  and 20ms revisit time contains 40 SSB patterns in a TDMed manner, two beams cover the same footprint area simultaneously. In this mechanism, N2=N3=106, N1=1950.
Observation 12: For LEO600km Set1-3 FR1, based on the link budget analysis of method2, only PDSCH Msg4 suffers performance loss if an additional 3.69 dB loss is considered, while the performance loss can be easily solved by enabling retransmission.
Observation 13: For LEO600km Set1-3 FR1, based on the system level simulation, it can be seen that the performance of UE, e.g., UPT or SE, is basically matched with the performance provided in TR38.821 (R17 NTN performance)

Proposal 1: For LEO600km Set1-1 FR1, there is no need to extend the SSB periodicity.
Proposal 2: For LEO600km Set1-1 FR1, no channel needs to be enhanced.
Proposal 3: For LEO600km Set1-2 FR1, a larger beam size can be considered to reduce the total number of beam footprints.
Proposal 4: For LEO600km Set1-2 FR1, there is no need to extend the SSB periodicity if considering larger beam size, e.g., 66km.
Proposal 5: For LEO600km Set1-2 FR1, no channel needs to be enhanced if considering a larger beam size, e.g., 66km.
Proposal 6: For LEO600km Set1-3 FR1, there is no need to extend the SSB periodicity.
Proposal 7: For LEO600km Set1-3 FR1, no channel needs to be enhanced.
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Appendix A. Parameters for link budget evaluation
[bookmark: _Ref40286490]Table A1. Parameter configurations for link budget calculation
	Parameters
	Values

	Carrier frequency
	2 GHz for DL and UL (S-band)

	System bandwidth
	20 MHz (S-band), 15kHz SCS

	Satellite altitude
	600 km

	Target elevation angle
	30°

	Atmospheric loss
	Equation (6.6-8) in [1]

	Shadowing margin
	3 dB

	Scintillation loss
	Section 6.6.6 in [1]
Ionospheric loss: [image: ]= 2.2 dB (note 1)
Tropospheric loss: Table 6.6.6.2.1-1 of [1]

	Additional loss
	0 dB

	Clear sky conditions
	Yes

	Satellite antenna polarization
	Circular polarization

	Terminal type
	S band: (M, N, P) = (1,1,2)

	Polarization loss
	3dB

	Free space path loss
	Equation (6.6-2) in [1]

	Clutter loss
	0dB for NTN-TDL-C

	Channel model
	Rural scenario, NTN-TDL-C, DS is mean DS specified in table 6.7.2-8a/7a in [1]

	Outcome
	CNR

	NOTE 1: Based on P3 curve for 1% of time from Figure 6.6.6.1.4-1 of [1] after frequency scaling.
[image: ]dB
NOTE 2: [1] in this table is 3GPP TR 38.811 v15.2.0: "Study on New Radio (NR) to support non-terrestrial networks (Release 15)"


Table A2. Satellite characteristics for link budget calculation
	Satellite Set
	Set-1 LEO-600

	Satellite antenna pattern
	Section 6.4.1 in TR38.811

	Satellite antenna polarization
	Circular polarization

	Payload characteristics for DL transmissions

	Equivalent antenna aperture
	S-band
(i.e. 2 GHz)
	2 m

	EIRP density
	
	34 dBW/MHz

	Tx max Gain
	
	30 dBi

	3dB beamwidth
	
	4.4127 deg

	Beam diameter
	
	50 km

	Equivalent antenna aperture
	Ka-band
(i.e. 20 GHz for DL)
	0.5 m

	EIRP density
	
	4 dBW/MHz

	Tx max Gain
	
	38.5 dBi

	3dB beamwidth
	
	1.7647 deg

	Beam diameter
	
	20 km

	Payload characteristics for UL transmissions

	Equivalent antenna aperture
	S-band
(i.e. 2 GHz)
	2 m

	G/T
	
	1.1 dB K-1

	Rx max Gain
	
	30 dBi

	Equivalent antenna aperture
	Ka-band
(i.e. 30 GHz for UL)
	0.33 m

	G/T
	
	13 dB K-1

	Rx max Gain
	
	38.5 dBi

	NOTE: All these satellite parameters are applied per beam.


Table A3. UE characteristics for link budget calculation
	Characteristics
	Handheld

	Frequency band
	S band (i.e. 2 GHz)

	Antenna type and configuration
	1T2R

	Polarisation
	Linear

	Rx Antenna gain 
	-5.5 dBi per element

	Antenna temperature
	290 K

	Noise figure
	7 dB

	Tx transmit power
	200 mW (23 dBm)

	Tx antenna gain
	-5.5 dBi per element



Appendix B. Parameters for system level simulation
Table B. System-level simulation assumptions
	Parameters
	Value

	Scenario
	RMA

	Satellite orbit configuration
	LEO-600 km altitude

	Service link frequency 
	S-band (2GHz)

	Channel bandwidth 
	5MHz

	3 dB beam width
	4.4127 deg for Set1-1
6.3 deg for Set1-2
4.4127 deg for Set1-3


	Satellite EIRP density
	34 dBW/MHz for Set1-1
30.36 dBW/MHz for Set1-2
30.31 dBW/MHz for Set1-3


	Satellite antenna gain
	30 dBi

	Satellite G/T
	1.1 dB/K

	Satellite polarization configuration
	Circular

	Satellite antenna pattern
	See section 6.4.1 in TR38.811: Bessel function

	SSB patterns and configuration
	For Set1-1:
Consider total 10 beams, and the dwell time and revisit time interval for each beam illumination are 2ms and 20ms,respectively.
For Set1-2:
Consider total 40 beams, and the dwell time and revisit time interval for each beam illumination are 0.5ms and 20ms,respectively.
For Set1-3:
Consider total 40 beams, and the dwell time and revisit time interval for each beam illumination are 0.5ms and 20ms,respectively.


	Satellite beam diameter (km)
	50 for Set1-1
66 for Set1-2
50 for Set1-3


	UE configuration
	Handheld

	UEs distribution
	at least X=10 UEs per beam with uniform distribution

	UE Antenna type and configuration
	Omni-directional; [M N P Mg Ng; Mp Np]=[1 1 2 1 1;1 1]

	UE antenna polarisation
	Linear: ±45°X-pol

	UE Antenna gain (dBi)
	-5.5dBi

	UE Antenna temperature (K)
	290

	Noise figure (dB)
	7

	UE Tx transmit power
	200 mW (23 dBm)

	UEs outdoor/indoor configuration
	100% outdoor distribution for UEs, 10 UEs per beam area

	Handover Margin
	0dB

	UE attachment
	RSRP

	Channel model
	Large scale model and small scale model

	Propagation conditions
	Clear Sky Line of sight

	Receiver type
	MMSE-IRC

	Scheduler
	SU

	Traffic model
	· FTP 3 (see TR 38.821) packet size = 0.5 Mbyte; 200ms as mean inter-arrival time;
· FTP 3 packet size = 0.1Mbyte; 2s as mean inter-arrival time;
· Voip AMR 4.75 kbps (TBS of 184 bits without CRC in physical layer) with 20 ms data arriving interva

	Channel estimation
	Realistic

	Metrics for performance
	· The dwell time and revisit time interval for each beam illumination across the coverage
· The UE throughput
· User perceived throughput (UPT)
· [bookmark: OLE_LINK4]Latency
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