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1 [bookmark: _Ref129681862][bookmark: _Ref124589705]Introduction
In the RAN1#115 meeting, TR 38.843 v1.2.0 has been endorsed [1]. The Text proposal in Section 2 is provided to reflect the agreements and changes which have been achieved for “Evaluation on AI/ML for CSI feedback enhancement” to TR 38.843.
2 Text proposals
------------------ Start of Text Proposal for 38.843 v1.2.0 ------------------
[bookmark: _Toc135002572][bookmark: _Toc149657148]6.2	CSI feedback enhancement
[bookmark: _Toc135002573][bookmark: _Toc149657149]6.2.1	Evaluation assumptions, methodology and KPIs
*** Unchanged text is omitted ***
Model generalization:
In order to study the verification of generalization, the following aspects are encouraged to be reported:
-	The configuration(s)/scenario(s) for training dataset, including potentially the mixed training dataset from multiple configurations/scenarios
-	The configuration(s)/scenario(s) for testing/inference
-	The detailed list of configuration(s) and/or scenario(s)
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations:
-	Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A Scenario#B/Configuration#B, and then  -	the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A Scenario#B/Configuration#B
-	Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A a different dataset than Scenario#B/Configuration#B, e.g., Scenario#A/Configuration#A, Scenario#B/Configuration#A, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on Scenario#B/Configuration#B a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
-	Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A Scenario#B/Configuration#B and a different dataset than Scenario#A/Configuration#A Scenario#B/Configuration#B, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B Scenario#A/Configuration#A, Scenario#B/Configuration#A, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from Scenario#B/Configuration#B a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
-	Note: Companies to report the ratio for dataset mixing
-	Note: number of the multiple scenarios/configurations can be larger than two
*** Unchanged text is omitted ***
CSI compression sub use case specific aspects: 
*** Unchanged text is omitted ***
-	Considering performance impact of ground-truth quantization in the CSI compression
-	Studying high resolution quantization methods for ground-truth CSI, including at least the following options: 
-	High resolution scalar quantization 
-	High resolution codebook quantization, e.g., Rel-16 TypeII-like method with new parameters, in which case companies are to report the R16 Type II parameters with specified or new/larger values to achieve higher resolution of the ground-truth CSI labels, e.g., L,, , reference amplitude, differential amplitude, phase, etc
-	Float32 adopted as the baseline/upper-bound for performance comparisons
*** Unchanged text is omitted ***
6.2.2	Performance results
*** Unchanged text is omitted ***
The CSI feedback reduction is provided for three CSI feedback overhead ranges (RU ≤ 39%, 40% ≤ RU ≤ 69%, RU ≥ 70% CSI feedback overhead A, CSI feedback overhead B, CSI feedback overhead C), where for each CSI feedback overhead range of the benchmark, it is calculated as the gap between the CSI feedback overhead of benchmark and the CSI feedback overhead of AI/ML corresponding to the same mean UPT. Note: the CSI feedback overhead reduction and gain for mean/5%tile UPT are determined at the same payload size for benchmark scheme. 
Notes:	"Benchmark" means the type of Legacy CB used for comparison. "Quantization/dequantization method" includes the description of training awareness (Case 1/2-1/2-2), type of quantization/dequantization (SQ/VQ), etc. "Input type" means the input of the CSI generation part. "Output type" means the output of the CSI reconstruction part.

For the evaluation of CSI prediction without model generalization/scalability verification, the following baselines are recommended to facilitate calibration of results: 
-	UE speed: 10km/h, 30km/h, 60km/h;
-	Others can be additionally submitted, e.g., 120km/h.
-	Input/Output type: Raw channel matrix
-	Other can be additionally submitted, e.g., eigenvectors.
-	Observation window (number/distance): 5/5ms, 10/5ms
-	Other observation window configurations can be additionally submitted for comparison, e.g., 3/5ms, 4/5ms, 8/2.5ms, 10/4ms, etc.
-	Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance): 1/5ms/5ms
-	Other prediction window configurations can be additionally submitted for comparison, e.g., 3/5ms/5ms, 5/5ms/5ms, 4/2.5ms/2.5ms, 5/4ms/4ms, etc.
-	Performance metric for intermediate KPI: SGCS
-	NMSE can be additionally submitted.
-	Spatial consistency configuration (optional): procedure A with 50m decorrelation distance and channel updating periodicity of 1 ms.
*** Unchanged text is omitted ***
6.2.2.1	1-on-1 joint training for CSI compression
*** Unchanged text is omitted ***
Mean UPT for FTP traffic
For the evaluation of AI/ML based CSI compression compared to the benchmark in terms of mean UPT under FTP traffic, more gains are achieved by Max rank 2 compared with Max rank 1 in general:
*** Unchanged text is omitted ***
-	For Max rank 4:
-	For RU≤39%, 2 3 sources observe the performance gain of -4%~6% 7.4%
-	2 3 sources observe the performance gain of 2.5%~6% 7.4% at CSI overhead A (small overhead);
-	1 source observes the performance gain of 6% at CSI overhead B (medium overhead);
-	2 sources observe the performance gain of -4%~0% at CSI overhead C (large overhead);
-	For RU 40%-69%, 3 sources observe the performance gain of -1.8%~12.22%
-	3 sources observe the performance gain of 3%~12.22% at CSI overhead A (small overhead);
-	2 sources observe the performance gain of 7.04%~11% at CSI overhead B (medium overhead);
-	3 sources observe the performance gain of -1.8%~8.19% at CSI overhead C (large overhead);
-	For RU≥70%, 3 sources observe the performance gain of -1%~17%
-	3 sources observe the performance gain of 3%~17% at CSI overhead A (small overhead);
-	2 sources observe the performance gain of 6.64%~17% at CSI overhead B (medium overhead);
-	3 sources observe the performance gain of -1%~8.40% at CSI overhead C (large overhead);
-	Note: 1 source observes significant gain or significant loss under Max rank 4 due to specific CQI/RI selection method (e.g., Option 1a/2a) for AI/ML and/or CQI/RI determination method for eType II benchmark.
The above results are based on the following assumptions besides the assumptions of the agreed EVM table:
-	Precoding matrix of the current CSI is used as the model input.
-	Training data samples are not quantized, i.e., Float32 is used/represented.
-	1-on-1 joint training is assumed.
-	The performance metric is mean UPT for Max rank 1, Max rank 2, or Max rank 4.
-	Benchmark is Rel-16 Type II codebook.
-	Note: Results refer to Table 5.12 of R1-2308342.
*** Unchanged text is omitted ***
Monitoring for intermediate KPI, NW side monitoring
For the evaluation of intermediate KPI based monitoring mechanism for CSI compression, for monitoring Case 1, in terms of monitoring accuracy with Option 1,
· For ground-truth CSI format of R16 eType II CB, monitoring accuracy is increased with the increase of the resolution for the ground-truth CSI (number of bits for each sample of ground-truth CSI) in general, with the impact of increased overhead, wherein
· for ground-truth CSI format of R16 eType II CB with PC#6, 4 sources observe KPIDiff as 13.2%~71.6%/ 28.5%~100%/ 68.4%~100% for KPIth_1=0.02/0.05/0.1, respectively.
· Note: two sources observed averaging on the test samples improves the monitoring accuracy.
· for ground-truth CSI format of R16 eType II CB with PC#8, 5 sources observe KPIDiff as 21%~43.0%/ 48.1%~79.1%/ 79.8%~97.1% for KPIth_1=0.02/0.05/0.1, respectively.
· for ground-truth CSI format of R16 eType II CB with new parameter of 580-750bits CSI payload size, 2 sources observe KPIDiff as 35.4%~63%/ 77.9%~93.0%/ 99.5%~99.9% for KPIth_1=0.02/0.05/0.1, respectively, which have 12.7%~20%/ 13.9%~29.8%/ 8%~31.1% gain over PC#8.
· for ground-truth CSI format of R16 eType II CB with new parameter of around 1000bits CSI payload size, 4 sources observe KPIDiff as 34.9%~89%/ 82.9%~100%/ 99.9%~100% for KPIth_1=0.02/0.05/0.1, respectively, which have 12.2%~68%/ 18%~43.62%/ 2.9%~31% gain over PC#8 from 3 sources and 4.67%~10.6%/ 0%~5.88%/ 0%~0.49% gain over PC#6 from 1 source.
· for ground-truth CSI format of R16 eType II CB with new parameter of around 1600bits CSI payload size, 2 sources observe KPIDiff as 89.1%~97%/ 99.9%~100%/ 100% for KPIth_1=0.02/0.05/0.1, respectively, which have 76%/33%/3% gain over PC#8 from 1 source.
· for ground-truth CSI format of 4 bits scalar quantization, 2 sources observe KPIDiff as 9.4%~47%/ 96.3%~100%/ 100% for KPIth_1=0.02/0.05/0.1, respectively.
*** Unchanged text is omitted ***
Monitoring for intermediate KPI, UE side monitoring
For the evaluation of intermediate KPI based monitoring mechanism for CSI compression, for Case 2, in terms of monitoring accuracy with Option 1,
· For Case 2-1 subject to generalization Case 1 for the proxy model, 5 sources observe KPIDiff as 31%~84%/ 65.63%~99.8%/ 95%~100% for KPIth_1=0.02/0.05/0.1, respectively;
· Compared with monitoring Case 1 with ground-truth CSI format of R16 eType II CB with new parameter of around 1000bits CSI payload size,
· 2 sources observe +0.99%~+4.07% gain at KPIth_1=0.02;
· 3 sources observe -6.03%~-58%/ -0.2%~-24%/ 0%~-5% degradation for KPIth_1=0.02/0.05/0.1, respectively;
· Compared with monitoring Case 1 with ground-truth CSI format of R16 eType II CB with new parameter of around 1600bits CSI payload size, 2 sources observe -16.35%~-66%/ -0.4%~-24%/ 0%~-24% degradation for KPIth_1=0.02/0.05/0.1, respectively.
· Note: For Case 2-1 subject to generalization Case 2 for the proxy model, 2 sources observe -1.77%~-37.42% / -1.07%~-23.93%/ -0.16%~-14% compared with generalization Case 1 with the same testing scenario.
*** Unchanged text is omitted ***
6.2.2.8	Summary of Performance Results for CSI feedback enhancement
*** Unchanged text is omitted ***
The following aspects have been studied for the evaluation on AI/ML based CSI prediction:
· From the perspective of basic performance gain over non-AI/ML benchmark (without considering generalization), 
· It has been studied with corresponding observations on: 
· the metrics of SGCS, mean UPT, 5% UPT;
· the benchmarks of nearest historical CSI and auto-regression/Kalman filter based CSI prediction.
· Note: the benchmark of level x based CSI prediction is represented by generalization cases.
· It has been studied but is lack of observations on: 
· the impact of modeling spatial consistency
· the metrics of NMSE
· It has been studied with corresponding observations on complexity but without comparison with non-AI/ML
· From the perspective of AI/ML solutions (without considering generalization), 
· It has been studied with corresponding observations on (with the metric of SGCS and the benchmark of nearest historical CSI): impact of input type, impact of UE speed, impact of prediction window, impact of observation window
· From the perspective of generalization over various scenarios,
· It has been studied with corresponding observations on (with the metric of SGCS): 
· the scenario including various UE speeds
· the approach of dataset mixing (generalization Case 3)
· It has been studied but is lack of observations on: 
· various deployment scenarios, various carrier frequencies, and other aspects of scenarios.
· the approach of fine-tuning
· From the perspective of scalability over various configurations, it has been studied but is lack of observations.
Based on the evaluation for CSI compression, the following high-level observations are provided:
· From the perspective of basic performance gain over non-AI/ML benchmark, AI/ML based CSI compression outperforms Rel-16 eType II CB in general under 1-on-1 joint training and generalization Case 1, where 
· 0.2%~2%/-0.3%~6%/-4%~6% gains of mean UPT as shown in Figure 6.2.2.8-1~ Figure 6.2.2.8-3 are observed for Max rank 1/2/4, respectively, under RU≤39%.
· 0.1%~4%/-0.5%~10%/-1.8%~12.22% gains of mean UPT as shown in Figure 6.2.2.8-4~ Figure 6.2.2.8-6 are observed for Max rank 1/2/4, respectively, under RU40%-69%.
· 0.23%~9%/-0.2%~15%/-1%~17% gains of mean UPT as shown in Figure 6.2.2.8-7~ Figure 6.2.2.8-9 are observed for Max rank 1/2/4, respectively, under RU≥70%.
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Figure 6.2.2.8-1: Mean UPT gain, Max Rank 1 (RU≤39%), x-axis means index of source
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Figure 6.2.2.8-2: Mean UPT gain, Max Rank 2 (RU≤39%), x-axis means index of source
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Figure 6.2.2.8-3: Mean UPT gain, Max Rank 4 (RU≤39%), x-axis means index of source
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Figure 6.2.2.8-4: Mean UPT gain, Max Rank 1 (RU40%-69%), x-axis means index of source
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Figure 6.2.2.8-5: Mean UPT gain, Max Rank 2 (RU40%-69%), x-axis means index of source
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Figure 6.2.2.8-6: Mean UPT gain, Max Rank 4 (RU40%-69%), x-axis means index of source
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Figure 6.2.2.8-7: Mean UPT gain, Max Rank 1 (RU≥70%), x-axis means index of source
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Figure 6.2.2.8-8: Mean UPT gain, Max Rank 2 (RU≥70%), x-axis means index of source
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Figure 6.2.2.8-9: Mean UPT gain, Max Rank 4 (RU≥70%), x-axis means index of source
· From the perspective of CSI overhead reduction over non-AI/ML, AI/ML based CSI compression achieves CSI feedback reduction compared with Rel-16 eType II CB in general under 1-on-1 joint training and generalization Case 1, where 4 sources observe the CSI feedback overhead reduction of 10.24%~60%/10%~58.33%/8%~79% for Max rank 1/2/4, respectively, under FTP traffic.
· From the perspective of AI/ML complexity, a majority of 25 sources adopt the CSI generation model subject to the FLOPs from 10M to 800M, and 26 sources adopt the CSI reconstruction model subject to the FLOPs from 10M to 1100M; on the other hand, the actual model complexity may differ from the model complexity in the evaluation with respect to platform-dependent optimization on model implementations. In addition, the complexity between AI/ML and non-AI/ML benchmark is not compared.
· From the perspective of model input/output type, it is more beneficial by considering precoding matrix as the model input (for CSI generation part)/output (for CSI reconstruction part) than explicit channel matrix.
· From the perspective of intermediate KPI based monitoring,
· For the monitoring at NW side, increased monitoring accuracy can be achieved by considering R16 eType II CB with new/larger parameter(s) as the ground-truth CSI format for monitoring. On the other hand, the new/larger parameter(s) would lead to increased air-interface overhead compared to R16 eType II CB with legacy parameters.
· For the monitoring at UE side, performance can be monitored with smaller air-interface overhead by considering proxy model at UE compared with monitoring at NW side. On the other hand, the monitoring accuracy may be impacted by the design/robustness of the proxy model.
· Note: the complexity aspect for Case 1, Case 2-1 and Case 2-2 is not evaluated.
· From the perspective of quantization methods for CSI feedback, 
· For the quantization awareness for training, it is beneficial to consider quantization aware training with fixed/pre-configured quantization method/parameters (Case 2-1) or jointly updated quantization method/parameters (Case 2-2) to avoid severe performance degradation. In particular, it is more beneficial in performance for Case 2-2 over Case 2-1 under vector quantization format (VQ).
· For the quantization format, VQ format achieves comparable performance with scalar quantization format (SQ) in general, where VQ achieves better performance than SQ in some cases while worse in some other cases.
· From the perspective of high resolution ground-truth CSI for training, compared to unquantized ground-truth CSI (e.g., Float32), taking R16 eType II CB with new/larger parameter(s) as the ground-truth CSI format for training data collection can achieve significant overhead reduction without causing severe performance degradation; taking scalar quantization format for training data collection can achieve moderate overhead reduction without causing severe performance degradation. On the other hand, the R16 eType II CB with new/larger parameter(s) would lead to increased overhead compared to R16 eType II CB with legacy parameters
· For ground-truth CSI format, 5 sources observe R16 eType II CB with new/larger parameter(s) outperforms R16 eType II CB with legacy parameter, while one source observes R16 eType II CB with legacy parameter is already close to Float32 with particular dataset processing technique.
· Note: the complexity aspect is not evaluated.
· From the perspective of generalization over scenarios, or scalability over configurations that have been evaluated, compared to generalization Case 1 where the AI/ML model is trained with dataset subject to a certain scenario#B/configuration#B and applied for inference with a same scenario#B/configuration#B,
· For generalization Case 2 where the AI/ML model is trained with dataset from a different scenario#A/configuration#A, generalized performance may be achieved for some certain combinations of scenario#A/configuration#A and scenario#B/configuration#B but not for others.
· For generalization Case 3 where the training dataset is constructed with data samples subject to more than one scenario/configuration (evaluations studied up to four scenarios/configurations) including scenario#B/configuration#B, generalized performance of the AI/ML model can be achieved.
· In particular, appropriate scalability solution (e.g., truncation/padding, adaptive quantization granularities, adaptation layer in the AI/ML model) may need to be performed to scale the dimensions of the AI/ML model when the training dataset includes data samples subject to configuration#A which has different input/output dimension than configuration#B.
· From the perspective of training collaboration types, compared to 1-on-1 joint training, both multi-vendor joint training and separate training with procedures given in Section 6.2.1 may suffer performance loss.
· In particular, for multi-vendor joint training, minor or moderate degradation is observed.
· In particular, for separate training with procedure given in Section 6.2.1, the performance loss depends on the factors such as backbone alignment, and multi-vendor training behavior:
· For separate training of 1 NW part model and 1 UE part model, under both NW first training and UE first training, if backbones are aligned between the two sides, minor degradation is observed; otherwise, additional degradation is observed, leading to minor or moderate performance degradation.
· For NW first training with 1 UE part model to N>1 NW part models, or UE first training with 1 NW part model to M>1 UE part models, additional degradation is observed, leading to minor, moderate, or significant performance degradation, depending on the training approach.
· As a note, other procedures of separate training are not extensively evaluated.
Based on the evaluation for CSI prediction, the following high-level observations are provided:
· From the perspective of basic performance gain over non-AI/ML benchmark, under the same UE speed for training and inference,
· AI/ML based CSI prediction outperforms the benchmark of the nearest historical CSI in general, where the majority of sources observe up to 10.6% gain in terms of mean UPT.
· for AI/ML based CSI prediction over non-AI/ML based CSI prediction, 3 sources observe 0.7%~7% gain while 2 sources observe performance loss of -0.1%~-17% in terms of mean UPT.
· From the perspective of AI/ML complexity, a majority of sources adopt the model subject to the FLOPs from 0.1M to 1000M; on the other hand, the actual model complexity may differ from the model complexity in the evaluation with respect to platform-dependent optimization on model implementations. In addition, the complexity between AI/ML and non-AI/ML benchmark is not compared.
· From the perspective of model input/output type, it is more beneficial in performance by considering raw channel matrix as the model input than precoding matrix
· From the perspective of AI/ML solutions, Tthe gain of AI/ML based CSI prediction over the benchmark of the nearest historical CSI is impacted by the observation window length, prediction window length, and UE speed
· From the perspective of generalization over UE speeds that have been evaluated, compared to generalization Case 1 where the AI/ML model is trained with dataset subject to a certain UE speed#B and applied for inference with a same UE speed#B,
· For generalization Case 2 where the AI/ML model is trained with dataset from a different UE speed#A, generalized performance may be achieved for some certain combinations of UE speed#A and UE speed#B but not for others
· For generalization Case 3 where the training dataset is constructed with data samples subject to multiple UE speeds including UE speed#B, generalized performance of the AI/ML model can be achieved in general
*** Unchanged text is omitted ***
------------------ End of Text Proposal ------------------
3 Conclusions
In this contribution, text proposal on CSI evaluation for TR 38.843 based on the agreements and discussions in RAN1#115 is provided and it is proposed to endorse the proposed TP.
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