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Introduction
In this contribution summarized remaining aspects on evaluation for AI.ML in beam management (BM). 
Description of AI/ML for beam management 
Proposal 2.1a: 
Adopt the update of the text proposal for TR 38.843:
==== Start of text proposal for TR 38.843 =======

[bookmark: _Toc135002576][bookmark: _Toc137744868]6.3.1	Evaluation assumptions, methodology and KPIs
Figure 6.3.1-1 provides an example for the inference procedure for beam management for BM-Case1 and BM-Case2. Measurements based on Set B of beams are used as model input. In addition, beam ID information may be also provided as input to the AI/ML model. Based on model output (e.g., probability of each beam in Set A to be the Top-1 beam, predicted L1-RSRPs), Top-1/N beam(s) among Set A of beams can be predicted and/or potentially with predicted L1-RSRPs (depending on the labeling). In the evaluation, for BM-Case 1, the measurements of Set B (otherwise stated) are used as model input to predict Top-1/N beams, and for BM-Case2, the measurements from historic time instance(s) are used as model input to predict Top-1/N beams at the current and/or future time instance(s). In the evaluation, the cases that Set A and Set B are different (Set B is NOT a subset of Set A), and Set B is a subset of Set A for both BM-Case1 and BM-Case2, and case that Set A and Set B are the same for BM-Case2 are considered. And the performance of DL Tx beam prediction and DL Tx-Rx beam pair prediction is evaluated. 
Note: In the evaluation, using the measurements of Set B from historic time instances as model input to predict Top-1/N beams at the current and/or future time instance(s) is also considered for the cases that Set A and Set B are different (Set B is NOT a subset of Set A), and Set B is a subset of Set A by one source.
For both BM-Case1 and BM-Case2, UE can report the prediction result to NW based on the output of a UE-side model, or NW can predict the Top-1/N beam(s) based on the reported measurements of Set B for a NW-side model. 
[image: ]
Figure 6.3.1-1 An example of the inference procedure for beam management.
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Figure 6.3.1-1 An example of the inference procedure for beam management.
< Unchanged parts are omitted >
====== end of text proposal for TR 38.843 ======




	Companies
	Comments or updates

	FL
	Please provide comments for the above text proposal. 


	Xiaomi
	Please see the following updates:

In the evaluation, for BM-Case 1, the measurements from one time instance (otherwise stated) are used as model input are to predict Top-1/N beams at the one same time instance, and for BM-Case2, the measurements from multiple time instances (otherwise stated) are used as model input are to predict Top-1/N beams at the one or more future time instances. In the evaluation, the cases that Set B is different from Set A and Set B is a subset of Set Awith less number of beams in Set B than Set A for both BM-Case1 and BM-Case2, and cases that Set B is same as Set A for BM Case 2  with Set B is equal to Set A are considered. And the performance of DL Tx beam prediction and DL Tx-Rx beam pair prediction is evaluated. 
For both BM-Case1 and BM-Case2, UE can report the prediction result to NW based on a UE-side AI/ML model, or NW can obtain the prediction resultpredict the Top-1/K beam(s) based on the reported measurements of Set B. The prediction result can be used by NW for beam configuration/indicationDL transmission directly or to select a beam set with limited number of beams for additional beam sweeping.

	LG Electronics
	Fine with Xiaomi’s modification except followings part. For that part, we prefer FL’s version. 

“For both BM-Case1 and BM-Case2, UE can report the prediction result to NW based on a UE-side AI/ML model, or NW can predict the Top-1/K beam(s) based on the reported measurements of Set B. The prediction result can be used by NW for DL beam configuration/indicationDL transmission directly or to select a beam set with limited number of beams for additional beam sweeping.”

	ZTE
	Support Xiaomi's update for the first paragraph. Additionally, as aligned in the last meeting, prediction results for future time instances can be obtained based on the outputs of one or multiple AI/ML models, which is up to implementation. Therefore, we have the following revision for the second paragraph:
For both BM-Case1 and BM-Case2, UE can report the prediction result to NW based on the output of a UE-side AI/ML model, or NW can predict the Top-1/KN beam(s) based on the reported measurements of Set B. The prediction result can be used by NW for DL transmission directly or to select a beam set with limited number of beams for additional beam sweeping.  

	HW/HiSi
	· In this part “the measurements from one time instance (otherwise stated) are used as model input are to predict Top-1/N beams at the one time instance”, the “in one time instance is not clear to us. Is this for instance the measurement of one beam or one beam sweeping procedure, or is it the measurement of multiple beams at the same time? Could this be clarified? Maybe one way to avoid confusion would be to change “in one time instance” to “one Set B of beams”.
· We would like to highlight, though, that Top-1 as model output is not expected to be the only/main stream choice as model output. According to the evaluations, providing the Top-N beams with sub-sequent second round beam sweeping, gives better performance with still acceptable overhead reduction. Both options could be mentioned in the the example of the general description.

Based on the above comments, we suggest the following update (including some minor typo corrections)
Figure 6.3.1-1 provides an example for the inference procedure for beam management for BM-Case1 and BM-Case2. Measurements based on Set B of beams are used as model input. In additional, beam ID information may be also provided as input to the AI/ML model. Based on model output (e.g., probabilities of Top-1/N beam in Set A, predicted L1-RSRPs), Top-1/N beam(s) among Set A of beams can be predicted, potentially with predicted L1-RSRPs (depending on the labeling). In the evaluation, for BM-Case 1, the measurements from one time instance one Set B of beams (otherwise stated) are used as model input are to predict Top-1/N beams at the one time instance, and for BM-Case2, the measurements from multiple time instances (otherwise stated) are used as model input are to predict Top-1/N beams at the future time instances. In the evaluation, the cases with less number of beams in Set B than Set A for both BM-Case1 and BM-Case2, and cases with Set B is equal to Set A are considered. And the performance of DL Tx beam prediction and DL Tx-Rx beam pair prediction is evaluated. 
For both BM-Case1 and BM-Case2, UE can report the prediction result to NW based on a UE-side AI/ML model, or NW can predict the Top-1/K beam(s) based on the reported measurements of Set B. The prediction result can be used by NW for DL transmission directly or to select a beam set with limited number of beams for additional beam sweeping.  

	NTT DOCOMO
	Fine with the proposal. Xiaomi’s update is also ok.

	Futurewei
	Ok with the proposal with some wording updates (in purple) on top of Xiaomi’s and HW/HiSi’s.
Figure 6.3.1-1 provides an example for the inference procedure for beam management for BM-Case1 and BM-Case2. Measurements based on Set B of beams are used as model input. In additional, beam ID information may be also provided as input to the AI/ML model. Based on model output (e.g., probabilities of Top-1/N beam in Set A, predicted L1-RSRPs), Top-1/N beam(s) among Set A of beams can be predicted and/or potentially with predicted L1-RSRPs (depending on the labeling). In the evaluation, for BM-Case 1, the measurements of Set B beams from one time instance (otherwise stated) are used as model input are to predict Top-1/N beams at the one same instance, and for BM-Case2, the measurements from multiple time instances (otherwise stated) are used as model input are to predict Top-1/N beams at the one or more future time instances. In the evaluation, the cases that Set B is different from Set A and Set B is a subset of Set Awith less number of beams in Set B than Set A for both BM-Case1 and BM-Case2, and cases that Set B is the same as Set A for BM Case 2 with Set B is equal to Set A are considered. And the performance of DL Tx beam prediction and DL Tx-Rx beam pair prediction is evaluated. 
For both BM-Case1 and BM-Case2, UE can report the prediction result to NW based on a UE-side AI/ML model, or NW can predict the Top-1/KN beam(s) based on the reported measurements of Set B for a NW-side model. The prediction result can be used by NW for DL beam configuration/indicationDL transmission directly or to select a beam set with limited number of beams for additional beam sweeping.  

	Qualcomm
	Let us consider the following figure (Set B is a subset of Set A):
[image: ]
The above figure illustrates a valid use case in which Set B measurements from current () and past instances are fed as input to the AI/ML model and predictions for Set A beams at  are provided as the output of the AI/ML model. This use case cannot be strictly categorized under either BM-Case1 or BM-Case2, with current definitions, for the following reasons:
· For BM-Case1 with current definition, only Set B measurements at  are deemed to be inputs of the AI/ML model. So, the above use case cannot be categorized as BM-Case1.
· For BM-Case2 with current definition, we only predict into the future, per the following agreement:
Agreement (RAN1 #109-e)
Regarding the sub use case BM-Case2, AI/ML model output should be F predictions for F future time instances, where each prediction is for each time instance. 
· At least F = 1
· The other value(s) of F is up to companies
Therefore, the use case illustrated in the above figure cannot be categorized under BM-Case2, as we are predicting for .
Same argument holds true for the use case in which Set B is not a subset of Set A (wide-to-narrow beam prediction) depicted below:

[image: ]

The use case described above can be categorized under BM-Case2 if the corresponding definitions are updated:
· For BM-Case2, if we do not limit the output to “Set A predictions for future time instances”, and the output of BM-Case2 may also predict from current Set A beams, the described use case would be under the umbrella of BM-Case2. This is particularly relevant to the sub-use case in which Set B is not equal to Set A (either Set B subset of Set A or wide-to-narrow beam prediction).
We believe illustrations such as above (including temporal information such as ) can better illustrate temporal aspects rather than mentioning “one time instance” or “multiple time instances”. Based on the above description, we suggest updating the output for BM-Case2 to one (current) time instance and/or future time instances. The one (current) time instance for BM-Case2 is particularly relevant when Set B is not equal to set A.

	Spreadtrum
	Support Xiaomi's update for the first paragraph, and we have the following revision for the second paragraph:
For both BM-Case1 and BM-Case2, UE can report the prediction result to NW based on a UE-side AI/ML model, or NW can predict the Top-1/K beam(s) based on the reported measurements of Set B. The prediction result can be used by NW for DL beam indication transmission directly or to select a beam set with limited number of beams for additional beam sweeping.  

	Fujitsu
	It’s better to clarify the meaning of “one/multiple time instance”.

	OPPO
	First, same as other companies, we next provide our suggestions on refining the wording to illustrate Figure 6.3.1-1. 
Figure 6.3.1-1 provides an example for the inference procedure for beam management for BM-Case1 and BM-Case2. Measurements based on Set B of beams are used as model input. In additional, beam ID information may be also provided as input of AI/ML model. Based on model output (e.g., probabilities of Top-1/K beam in Set A, predicted L1-RSRPs), Top-1/KN beam(s) among Set A of beams can be predicted, potentially with predicted L1-RSRPs (depending on the labeling).

Secondly, as for how to use the predicted results, it’s up to NW to carry out additional beam sweeping or not. The figure doesn’t have to reflect this operation, hence we suggest to remove the last sentence below to be simple.  
For both BM-Case1 and BM-Case2, UE can report the prediction result to NW based on a UE-side AI/ML model, or NW can predict the Top-1/K beam(s) based on the reported measurements of Set B. The prediction result can be used by NW for DL transmission directly or to select a beam set with limited number of beams for additional beam sweeping.  

	FL
	Adopted most of the comments. 
I kept “Top-N” to align with the sub-use case definition, to differentia with KPIs as Top-K/1 or Top 1/K.

@HW/HiSi, @OPPO in my understanding, even for Top N beam prediction, for clarification model, the model output is still the probabilities of Top-1 beam, but Top N beams are treated as Top N beam. Please correct me if there is different implementation

For “one/multiple time instance”, I deleted the “one time instance” for BM-Case1, to align with current sub-use case definition. For BM-Case2, I’d like to hear companies view on whether to add “current and/or” for BM-Case 2. 

@All, please check whether the above change is fine or not, especially provide the view on highlighted in yellow.

	HW
	@moderator: Thank you for your explanation. Now I understand the intention with your wording for the model output. In our view, the output of the AI/ML model is the probability of each beam from Set A to be the best beam.

Therefore, we suggest the sentence to be rewritten as (in blue) :
Figure 6.3.1-1 provides an example for the inference procedure for beam management for BM-Case1 and BM-Case2. Measurements based on Set B of beams are used as model input. In additional, beam ID information may be also provided as input to the AI/ML model. Based on model output (e.g., probabilities of each beam in Set A to be the of Top-1 beam in Set A, predicted L1-RSRPs), Top-1/N beam(s) among Set A of beams can be predicted, and/or potentially with predicted L1-RSRPs (depending on the labeling).   

	QC2
	Technically, when Set B is a subset of Set A, Set B is different from Set A. so suggest making the following modification:

In the evaluation, the cases that with less number of beams in Set B than is different from Set A, and Set B is a subset of Set A Set B is not equal to Set A (Set B is a subset of Set A, and Set B is composed of wide beams and Set A is composed of narrow beams) for both BM-Case1 and BM-Case2, and cases with Set B is equal the same asto Set A for BM-Case2 are considered. And the performance of DL Tx beam prediction and DL Tx-Rx beam pair prediction is evaluated.

	Ericsson
	· Regarding the yellow marked text “probabilities of Top-1 beam in Set A” . Share the view from HW and support the amended text. Minor clarification below, in our view there is only one probability per beam:
(e.g., probability ies of each beam in Set A to be the of Top-1 beam in Set A, predicted L1-RSRPs), 
· Text in Figure 6.3.1-1  should be updated with above amendment 


	OPPO2
	To confirm with FL, for the classification model, the update text from HW perfectly aligns with our model implementation. We are okay with it. Pasted below for reference. 
Based on model output (e.g., probabilities of each beam in Set A to be the of Top-1 beam in Set A, predicted L1-RSRPs), Top-1/N beam(s) among Set A of beams can be predicted, and/or potentially with predicted L1-RSRPs (depending on the labeling).

	CATT
	We are ok with proposal with some modification as below (in green):
In the evaluation, the cases that with less number of beams in Set B than is different from Set A, and Set B is a subset of Set A for both BM-Case1 and BM-Case2, and the cases with that Set B is equal the same asto Set A for BM-Case2 are considered. And the performance of DL Tx beam prediction and DL Tx-Rx beam pair prediction is evaluated. 

	ZTE
	We still doubt whether we can change the methodology of BM-Case2 from 'future time instance' to 'current and/or future time instance'. After rechecking the observations obtained previously in the evaluation agenda, there is no observation for the prediction performance of the current time instance (i.e., prediction time instance equals to 0) for BM-Case2. Thus, we'd better not capture that case, although it may be valid to some extent. Bedsides, if we use such wording in this proposal, we may also have to revise all other parts in the TR for alignment, which is not expected.




Proposal 2.1b: 

Adopt the update of the text proposal for TR 38.843:

==== Start of text proposal for TR 38.843 =======
6.3.1	Evaluation assumptions, methodology and KPIs
Figure 6.3.1-1 provides an example for the inference procedure for beam management for BM-Case1 and BM-Case2. Measurements based on Set B of beams are used as model input. In addition, beam ID information may be also provided as input to the AI/ML model. Based on model output (e.g., probability of each beam in Set A to be the Top-1 beam, predicted L1-RSRPs), Top-1/N beam(s) among Set A of beams can be predicted and/or potentially with predicted L1-RSRPs (depending on the labeling). In the evaluation, for BM-Case 1, the measurements of Set B (otherwise stated) are used as model input to predict Top-1/N beams from Set A, and for BM-Case2, the measurements from historic time instance(s) are used as model input for temporal DL beam prediction of beams from Set A. In the evaluation, the cases that Set A and Set B are different (Set B is NOT a subset of Set A), and Set B is a subset of Set A for both BM-Case1 and BM-Case2, and case that Set A and Set B are the same for BM-Case2 are considered. And the performance of DL Tx beam prediction and DL Tx-Rx beam pair prediction is evaluated. 
For both BM-Case1 and BM-Case2, UE can report the prediction result to NW based on the output of a UE-side model, or NW can predict the Top-1/N beam(s) based on the reported measurements of Set B for a NW-side model. 
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Figure 6.3.1-1 An example of the inference procedure for beam management.
< Unchanged parts are omitted >
====== end of text proposal for TR 38.843 ======


	Companies
	Comments or updates

	FL
	Proposal 2.1b has some further updates of the proposal, by deleting “future time instance(s)” to make this simper. 

Please provide your view whether this is accepted to you or not. 



Clarification on evaluation assumptions
Proposal 3.1a(agreed): 
Adopt the update of the text proposal for TR 38.843:
==== Start of text proposal for TR 38.843 =======
[bookmark: _Toc135002577][bookmark: _Toc137744869]6.3.2	Performance results
BM_Table 1 through BM_Table 5 in attached Spreadsheets for Beam Management evaluations present the performance results for: 
· BM_Table 1: Evaluation results for BMCase-1 without generalization
· BM_Table 2: Evaluation results for BMCase-2 without generalization
· BM_Table 3: Evaluation results for BMCase-1 with generalization for DL Tx beam prediction
· BM_Table 4. Evaluation results for BMCase-1 with generalization for beam pair prediction
· BM_Table 5. Evaluation results for BMCase-2 with generalization for DL Tx beam and beam pair prediction
In the evaluation, SLS are used for data generation for training/inference otherwise stated. 

< Unchanged parts are omitted >
====== end of text proposal for TR 38.843 ======

Proposal 3.2a(agreed): 
Update the BM_Table 1 and BM_Table 2 in BM_Evaluations_spreadsheets attached to TR 38.843 as in the attachments of R1-2312445.


	Companies
	Comments or updates

	FL
	Summary of the changes in BM_Table 1
· Evaluation assumption from Intel for LLS in “simulation assumption”
· Deleted some results for UCI report from spreadtum in “Tx beam(others)” in change marks to be deleted
· Updated some missing results from Intel with LLS in “pair(basic)”
Summary of the changes in BM_Table 2
· Add in NOTE “Data for training/inference are from LLS” for some of Samsung’s results in “Tx beam(basic)” and “Tx beam(others)”

Please provide your views if you have strong concern on the above updates. 


	HW/His
	For 3.1a
If this would be adopted, then we would suggest to spell out SLS as System Level Simulations. However, is it clear to each company what is meant with SLS in this context? Without further clarification, it may mean different things to different readers in the TR?  

	Futurewei
	As SLS is include in the “Abbreviations” section of the TR, we think it’s ok to use “SLS”.

	Qualcomm
	OK

	Spreadtrum
	OK

	Fujitsu
	OK

	OPPO
	Fine with the update. 
One typo we identified is that the tdoc number “R1-231186” in Proposal 3.2a seems missing a digit. 

	FL
	As commented by Futurewei, SLS has been explained in Abbreviations of the TR. 
SLS	System Level Simulations.

Tdoc number will be updated when the new Tdoc number for FL summary is requested 

	Ericsson
	OK

	CATT
	OK

	ZTE
	OK
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