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Introduction
After the SA2#159 meeting [1], SA2 has sent a LS to RAN1/RAN2/RAN3/TSG RAN, asking whether there is any requirement for SA2 to support AI/ML for air interface and NG-RAN in RAN.
	To RAN1, RAN2, RAN3, TSG RAN: 
ACTION: 	SA WG2 kindly asks RAN1, RAN2, RAN3 and TSG RAN to provide feedback on whether there is any requirement for SA2 to support AI/ML for air interface and NG-RAN in RAN. SA WG2 would like to ask for an answer at the latest by the December plenary meetings.


This contribution discusses the potential requirements to SA2 from RAN1 perspective.
Discussion on the LS reply to SA2
In positioning enhancements, RAN1 has discussed the involvement of LMF in the LCM of air interface AI/ML for Case 2a/2b/3a/3b, including training, inference, and monitoring, with examples given in below.
	Agreement (#110bis-e)
· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning

	Training:
Agreement (#112)
Regarding training data generation for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified
· At least PRU is identified to generate ground truth label for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
· At least LMF with known PRU location is identified to generate ground truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)

	Inference:
Agreement (#111)
Regarding AI/ML model inference, to study and provide inputs on potential specification impact (including necessity and applicability of specifying AI/ML model input and/or output) at least for the following aspects for each of the agreed cases (Case 1 to Case 3b) in AI/ML based positioning accuracy enhancement
· Types of measurement as model inference input
· new measurement
· existing measurement
· UE is assumed to perform measurement as model inference input for Case 1, Case 2a and Case 2b; TRP is assumed to perform measurement as model inference input for Case 3a and Case 3b
· Report of measurements as model inference input to LMF for LMF-side model (Case 2b and Case 3b)
· For AI/ML assisted positioning, new measurement report and/or potential enhancement of existing measurement report as model output to LMF for UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a)
· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model
· New and/or enhancement to existing assistance signaling
· Note: whether such assistance signaling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed

	Monitoring:
Agreement (#112bis-e)
Regarding monitoring for AI/ML based positioning, at least the following entities are identified to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· gNB at least for Case 3a (with gNB-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)

Agreement (#113)
Regarding AI/ML model monitoring for AI/ML based positioning, the following entities are identified as candidates to derive monitoring metric in addition to entities from previous agreement
LMF for Case 2a (with UE-side model) and Case 3a (with gNB-side model) at least when monitoring is based on provided ground truth label (or its approximation)


On the other hand, RAN1 also has conclusion that the functionality mapping among network entities is not discussed at RAN1. To reply the LS from SA2 on the requirement of core network entities, the relevant RAN1 agreements with respect to the involvement of LMF in the LCM of training, inference, and monitoring for Case 2a/2b/3a/3b can be addressed to SA2.
Proposal: Reply the SA2 LS S2-2311921 by providing relevant RAN1 agreements with respect to the involvement of LMF in the LCM of training, inference, and/or monitoring for Case 2a/2b/3a/3b.
· LMF may be involved for training, receiving inference input, and monitoring for Case 2b/3b
· LMF may be involved for receiving inference output, and monitoring (when monitoring is based on provided ground truth label or its approximation) for Case 2a/3a
For other aspects not limited to the positioning use case, e.g., data collection, model identification, model transfer/delivery, and training collaboration Type 2/3, whether they have impact to SA has been discussed in FL summaries in previous RAN1 meetings, yet no conclusion was achieved (actually even online discussion over these aspects has NOT been performed). From our understanding, the non-air-interface interaction for the above aspects can be achieved by offline interoperation without SA spec impact if applicable.
Conclusions
In this contribution, we discussed the LS reply to S2-2311921. Based on the discussions, we have the following proposal.
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· LMF may be involved for training, receiving inference input, and monitoring for Case 2b/3b
· LMF may be involved for receiving inference output, and monitoring (when monitoring is based on provided ground truth label or its approximation) for Case 2a/3a
References
[bookmark: _Ref126606220][bookmark: _Ref126865004][bookmark: _Ref126865994][bookmark: _Ref131515566][bookmark: _Ref127481017]S2-2311921, “LS on AI/ML Core Network enhancements”, SA2#159, Xiamen, October 9-13, 2023.
