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1 Introduction
At RAN#94e a new Study Item [1] "Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface" was approved. Targeting the delivery of a new TR by RAN#102 when R18 freezes, this SI studies the 3GPP framework for AI/ML for air interface, evaluates the performance of air interface AI/ML models, and assesses potential specification impact considering target use cases. In the previous RAN1 meetings, many aspects including terminologies, data collection, functionality/model identification, performance monitoring were discussed.
In this contribution, we provide our further views on the remaining issues for the general aspects of AI framework for NR air interface.

2 Functionality/Model identification
	Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality



Agreement
· Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.

Following agreements were made before RAN1 #114bis.
Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact
FFS: detailed understanding on model 

Agreement
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 
Agreement
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.

Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.




2.1 Unified Functionality/Model-ID based LCM
	Agreement:
For functionality/model-ID based LCM, once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.



As agreed in previous meetings, functionality-based LCM and model-ID-based LCM can share similar procedure, and there is no need to create completely separate frameworks for functionality-based LCM and model-ID-based LCM. In our understanding, the main differences lie in the details of Functionality/model identification process (e.g. UE capability report), Applicable functionality/model identification (e.g. supported functionality/model), and Model transfer. However, once these aspects are addressed, the operations such as activation, deactivation, switching, fallback, and monitoring of a functionality or model can share a unified signaling framework.
Our view regarding the general procedure for unified functionality/model LCM involves following steps/components, note that these components can be further separated or integrated. And for functionality/model monitoring, it is an on-going process which may be already on for testing purpose even when a functionality is inactive. 
· Functionality/model identification. During the functionality/model identification procedure, NW and UE establish a common understanding of the AI/ML functionality/model.
· Applicable functionality/model identification. In this procedure, NW collects applicable functionalities/models reported by UE and other information, then derives/identifies the AI/ML functionality to be deployed.
· Functionality/model configuration. In this step, NW sends configuration signaling to UE.
· Functionality/model activation. For this step, we emphasize the procedure how UE activates the functionality/model after receiving the control message (e.g. UE performs functionality activation after receiving the functionality configuration signaling from NW, and it may succeed or fail due to some reasons such as its own memory conditions etc.). In addition, the monitoring result derived from functionality/model monitoring components may also activate an AI/ML functionality/model (e.g. when model switching is happening, it can be considered as a combined operation of model A deactivation of and model B activation with other operations). 
· Functionality/model monitoring. Functionality/model monitoring is an on-going process which may be already on for testing purpose even when a functionality is inactive. The monitoring result may be used for identifying the applicable functionality/model, functionality/model configuration and functionality/model activation/ deactivation/ switching/ fallback. 
· Functionality/model deactivation/switching/fallback. This procedure pertains to how UE performs the functionality/model operation after receiving the control message (e.g. a functionality deactivation operation after receiving the monitoring decision while the functionality is active or in case of failure). In addition, the management/control message of an AI/ML functionality/model may also come from the configuration signaling from NW.
Figure 1 depicts our understanding of the unified AI/ML functionality/model LCM procedure. In this figure, we combined the above Functionality/model activation and Functionality/model deactivation/switching/fallback into one single component to simplify the diagram.


Figure 1 Unified AI/ML functionality/model LCM procedure
In our view, RAN1 can firstly discuss the functionality-based LCM procedure considering above steps/components, then extend the discussion into model-ID-based LCM.
[bookmark: _Toc146730929][bookmark: _Toc146731039][bookmark: _Toc146732694][bookmark: _Toc149855969][bookmark: _Toc149855983][bookmark: _Toc146636300][bookmark: _Toc146636330][bookmark: _Toc146636379][bookmark: _Toc146636522]Study the major components for functionality-based LCM as a starting point to form a unified LCM framework, then extend to model-ID-based LCM. The components for functionality-based LCM includes: 
[bookmark: _Toc146730930][bookmark: _Toc146731040][bookmark: _Toc146732695][bookmark: _Toc149855970][bookmark: _Toc149855984]Func tionality identification 
[bookmark: _Toc146730931][bookmark: _Toc146731041][bookmark: _Toc146732696][bookmark: _Toc149855971][bookmark: _Toc149855985]Applicable functionality identification 
[bookmark: _Toc146730932][bookmark: _Toc146731042][bookmark: _Toc146732697][bookmark: _Toc149855972][bookmark: _Toc149855986]Functionality configuration 
[bookmark: _Toc146730933][bookmark: _Toc146731043][bookmark: _Toc146732698][bookmark: _Toc149855973][bookmark: _Toc149855987]Functionality activation/deactivation/switching/fallback
[bookmark: _Toc146730934][bookmark: _Toc146731044][bookmark: _Toc146732699][bookmark: _Toc149855974][bookmark: _Toc149855988]Functionality monitoring 
2.2 Functionality identification
2.2.1 Feature, Feature Group, Sub-use case
For functionality identification, UE capability reporting is taken as starting point where features, feature groups can be used for indicating UE capability. Reusing this legacy 3GPP Features framework, a feature can have one or multiple feature groups, and each feature group can have sub-level options based on various configurations. 
Table 1 An example hierarchical structure to reuse legacy 3GPP Feature framework (for AI/ML positioning)
	Feature
	Feature Group Index
	Feature Group
	Sub-level

	AI/ML
positioning
	x-y1-1
	Model input: CIR
Model output: pos.
	# of TRP config1
RS config 1

	
	x-y1-2
	Model input: CIR
Model output: pos.
	# of TRP config2
RS config 1

	
	x-y1-z
	...
	...

	
	x-y2-1
	Model input: PDP
Model output: pos.
	# of TRP config m1
RS config n1

	
	x-y2-2
	Model input: PDP
Model output: pos.
	# of TRP config m2
RS config n2

	
	x-y2-z
	...
	...

	
	x-y3-1
	Model input: CIR
Model output: ToA
	# of TRP config m3
RS config n3

	
	x-y3-2
	Model input: CIR
Model output: ToA
	# of TRP config m4
RS config n4

	
	x-y4-1
	Model input: CIR
Model output: LoS/NLos
	# of TRP config m1
RS config n1

	
	x-y4-2
	Model input: CIR
Model output: LoS/NLos
	# of TRP config m2
RS config n2

	
	...



In our understanding, each sub-use case can be an AI/ML enabled feature. For CSI enhancement, CSI compression and CSI prediction can be two different features. For beam management, temporal domain prediction and spatial domain prediction can be two different features. In addition, AI/ML positioning as a sub-use-case can be a feature, then multiple feature groups within the feature can be defined based on model input and output. Considering other configurations of the model such as # of TRP, RS configuration, SINR requirement etc., there can be sub-levels within a specific feature group. The example hierarchical structure is shown in Table 1.
As we can see, for each use case, the detailed conditions/components of a Feature/FG or the sub-levels for a functionality may differ for these sub-use cases, and discussing the detailed conditions for each functionality during the SI may be premature and impossible given limited time left. Taking all these factors into account, it would be more appropriate to address this issue on a use case basis during the normative work phase.
[bookmark: _Toc142487166][bookmark: _Toc142493114][bookmark: _Toc142672309][bookmark: _Toc146636301][bookmark: _Toc146636331][bookmark: _Toc146636380][bookmark: _Toc146636523][bookmark: _Toc146730936][bookmark: _Toc146731046][bookmark: _Toc146732700][bookmark: _Toc149855975][bookmark: _Toc149855989]Consider using sub-use case (e.g. AI/ML positioning) as a Feature and defining multiple Feature Groups within the Feature. More detailed configurations/information for each Feature can be discussed during normative work.
2.3 Model-ID-based LCM
	Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.



According to the above agreement, a model is associated with both “additional conditions” and “UE capability related conditions” in model-ID-based LCM, while in functionality-based LCM, functionality may be only associated with “conditions” indicated by UE capability. In our understanding, the concept of additional conditions comes out as the model generalization problem exists, which has been extensively evaluated for each use case during the SI. In other words, it’s almost impossible to train a model which always performs high in all scenarios with the condition/configuration indicated in UE capability. UE or UE vendors may store many models locally which are specially trained in order to handle different scenarios.
Based on current discussion, in functionality-based LCM, additional information may be exchanged between UE and network such that the model previously trained for the current inferencing situation can be selected among these stored models, and operated transparently by NW. 
However, model-ID-based LCM enables model-level direct operation from the NW side via model ID. Specifically, model IDs can at least be used to identify both “additional conditions” and “UE capability related conditions” under which models are trained, and these two types of conditions can be combined together to indicate the applicable scenarios/configurations for different models. With the applicable scenarios/configurations for different models shared between NW and UE in a model-ID based manner, NW can directly select the UE-side best model under current inferencing situation. For example, a unique model ID can be assigned to each AI/ML model that is related to a specific dataset or generalization case. In AI/ML positioning scenario, an AI/ML model at UE side may be created using data collected from a particular environment or configuration. If there is a change in the environment or configuration, the current AI/ML model may no longer be effective, and the corresponding AI/ML model with specific model ID can be deactivated by NW. It can be seen that, for the above model-ID-related-procedure, using model-ID-based LCM will enable NW to have a direct control over UE side model, which brings potential benefits such as efficiency and effectiveness improvements.
[bookmark: _Toc149855976][bookmark: _Toc149855990]Support further study and discussion on model-ID-based LCM during normative work considering it facilitates NW-side model-level management over UE-side models.  
2.4 Remaining issues of model identification
	Following agreements were made before RAN1 #114bis.
Agreement
· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: Using a procedure other than UE capability report
· Note: The support and applicability of model identification Type A is a separate discussion.

Agreement:
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.
Agreement:
· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
Note: model identification using capability report is not precluded for type B1 and type B2



2.4.1 Model identification type B1 and B2
In RAN1#114, model identification via Type A was agreed that UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point. Here we will further discuss model identification via type B1 and B2.
Type B1: Model is identified via over-the-air signaling. Model identification is initiated by the UE, and NW assists the remaining steps (if any) of the model identification
For type B1, the UE informs the network of the initiation of model identification process. Specifically, the UE can initiate the process by requesting the network to identify a model given its corresponding model description information/meta data, which may include the conditions, limitations under which the model can be applied as well as its performance. The network then assigns a unique global ID to the model, which should be further studied by other working groups such as how to register and deregister a model, how to conduct validation/certification on it. This allows the network to assist the UE in storing and managing the model. Once the model has been identified, another UE that comes from the same vendor may use the model with global unique model ID with the assistance of NW. 
Compared with Type A, Type B1 can bring potential benefits. For example, when a model at UE side updates its parameters and achieves better performance, the updated model parameters can be transferred to the NW such that the updated parameters (a new model) can be utilized by other similar UEs. While significantly reduce the offline co-engineering effort, this model identification and subsequent procedure may introduce large signaling overhead, design and implementation complexity for the air interface, considering the scale of UEs in commercial developments. A solution can be that only allowing UEs with certain permission to update model parameters and transfer the model to NW. 
Type B2: Model is identified via over-the-air signaling. Model identification is initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
Type B2 model identification is considered as an essential process before transferring a model from NW to UE. During model identification process, a ‘global’ unique ID is assigned to the model. In our view, the model identification and model transfer/delivery can be either two separate procedures, or one combined procedure. In addition, common understanding between NW and UE about the model ID and model meta information need to be established during the process of model identification and model transfer/delivery. Furthermore, we think it would be more flexible for the NW to support multiple-model meta information during model identification, considering sub-use case like AI/ML positioning that is more like a higher-level application, and various UEs may have different requirements at different sites. 
In our understanding, all three types of model identification can be studied at the study phase. And the detailed procedure for each can be further discussed during the normative work. 
[bookmark: _Toc146636302][bookmark: _Toc146636332][bookmark: _Toc146636381][bookmark: _Toc146636524][bookmark: _Toc146730937][bookmark: _Toc146731047][bookmark: _Toc146732701][bookmark: _Toc149855977][bookmark: _Toc149855991]Support all three types (Type A, Type B1 and Type B2) model identification for further study. More detailed procedure can be discussed during normative work.
2.5 Assistance information
	Agreement
· For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.
· It doesn’t imply that additional conditions are necessarily specified 
Agreement
· Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. 
· Note: whether specification impact is needed is separate discussion
Agreement
· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.
Following agreements were made before RAN1 #114bis.
Agreement
Conclude that applicable functionalities/models can be reported by UE.



In previous meetings, the group discussed how to identify the conditions for supported functionality/functionalities of a given sub-use case (ML-enabled feature), and how can UE report applicable conditions for supported functionalities and/or supported set of functionalities. Considering the applicable functions/models may change in a more dynamic manner over time or due to UE internal conditions etc., the group agreed to conclude that applicable functionalities/models can be reported by UE. In this sence, NW may signal assistance information to help UE determine the applicable functionalities/models. In addition, UE may send assistance information in UE capability report or via other mechanisms. So far, aspects regarding assistance information are still under discussion.
2.5.1 Monitoring information from UE to NW
In our view, for functionality-based LCM, functionality identification and applicable functionality identification are the first two steps which can establish common understanding of UE’s AI/ML capability by UE notifying NW its supported/applicable conditions for a specific AI/ML feature/sub-use case. While some of the conditions are based on sub-use case, there are also common conditions which may be suitable for all sub-use case. For example, UE can indicate its supported/applicable conditions for a specific AI/ML feature regarding NW side monitoring. For example, if NW can perform the monitoring, what would be the computation complexity of the monitoring method as well as the temporal granularity for the measurement report of monitoring metric (e.g. 10ms, 50ms). 
[bookmark: _Toc146636303][bookmark: _Toc146636333][bookmark: _Toc146636382][bookmark: _Toc146636525][bookmark: _Toc146730938][bookmark: _Toc146731048][bookmark: _Toc146732702][bookmark: _Toc149855978][bookmark: _Toc149855992]Regarding functionality/model-based LCM, consider to study UE reporting common conditions across all sub-use case (e.g. monitoring conditions) as well as conditions for each sub-use case. 
2.5.2 Scenario/site related information 
In previous meeting, the RAN1 group intensely discussed on assistance information. On one hand, the NW may signal assistance information to UE regarding scenarios, sites to support the operation of models on the UE side at the Functionality level. The assistance signaling helps determine which functionalities/models are supported and their applicability. For example, when using DL AI/ML positioning which may need the help of multiple gNBs, NW can send assistance information notifying UE about the supported areas/sites of DL AI/ML positioning considering that UE may not have applicable models in that area.
On the other hand, UE may either report its AI functionality details in the UE capability, or alternatively, dynamically indicate the applicability or expected performance through other means. For example, UE may send models’ expected positioning accuracy under target positioning scenario to the NW considering that UE’s positioning requirements may change dynamically (e.g. requires high accuracy when performing a specific task in a factory, and low accuracy at other situations). 
In our understanding, the necessity, benefits of assistance information for functionality/model-based LCM can be easily observed and agreed. However, the detailed contents of assistance information can be first studied in each use case considering assistance information are highly correlated with scenarios and use cases. Given limited time left for this SI, the discussion about assistance information can be extended into the normative work phase.
[bookmark: _Toc146636304][bookmark: _Toc146636334][bookmark: _Toc146636383][bookmark: _Toc146636526][bookmark: _Toc146730939][bookmark: _Toc146731049][bookmark: _Toc146732703][bookmark: _Toc149855979][bookmark: _Toc149855993]Assistance information is necessary for functionality/model-based LCM. Support further discussion about assistance information in the normative work.

3 Others
	Agreement
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
Note: it does not preclude any existing solutions.
Agreement
Conclude that applicable functionalities/models can be reported by UE.
Agreement
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.



The activation/deactivation and other operations of a UE can cause the dynamic changing of UE’s internal conditions such as memory, battery etc. Accordingly, a model which can previously deployed on the UE may be fail to operate again due to the limitations/fluctuation of UE current hardware/software resources. Following this logic, the group agreed that applicable functionalities/models can be reported by UE. The detailed discussion on the report of applicable functionalities/models and its procedure can be continued in this SI and following normative work phase.
In our view, the information of UE regarding AI/ML functionality consists of both static and dynamic information. Static information refers to parameters corresponding to AI/ML hardware/software maximal capability/limitation which are not easily changed for a long term such as chipset info, maximal storage, while dynamic information tends to be more changeable over time such as available memory, models. In this section, we shared our consideration on how to acquire AI/ML related information of UE.
3.1 Possibility of retrieving UE hardware/software information for NW
In previous meetings, the following agreements were reached. In our understanding, it is necessary that UE’s capability is firstly indicated before the model transfer in order to avoid circumstances e.g. UE may not support the model being transferred due to limited memory or unsupported format. Therefore, in this section we discussed the options of retrieving UE hardware/software information before model transfer.
	Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 



If the NW needs to transfer one/multiple AI/ML models to UE in order to deploy one of these models at UE side, it is beneficial that NW can acquire UE’s AI/ML hardware and software related capability before the model transfer procedure. With the help of hardware and software information of UE, NW can validate in advance whether this UE is capable of model/format specific processing, or supports specific AI/ML method.
One option is that UE’s hardware/software information is indicated by UE before the model transfer from NW. Another possible option is that NW can retrieve the information via third parties (e.g. UE vendor). As agreed in previous meetings, 6 cases ranging from y to z5 are listed to facilitate the discussion of model transfer. In some of the cases, NW may need to retrieve models from a third party to store them considering that the model may need UE/chipset vendor level compilation which could be cumbersome, computational expensive and unnecessary for NW to handle. While UE/chipset vendor can provide model related information to NW, it may be also beneficial that NW can retrieve UE hardware/software information via UE/chipset vendors. 
[bookmark: OLE_LINK2][bookmark: _Toc146636305][bookmark: _Toc146636335][bookmark: _Toc146636384][bookmark: _Toc146636527][bookmark: _Toc146730940][bookmark: _Toc146731050][bookmark: _Toc146732704][bookmark: _Toc149855980][bookmark: _Toc149855994]UE hardware/software information can be informed to NW before model transfer, which may facilitate NW-side validation whether a model can be deployed at UE. NW may acquire UE hardware/software information via UE or a third party (e.g. UE or chipset vendor).


4 Conclusion
Proposal 1:	Study the major components for functionality-based LCM as a starting point to form a unified LCM framework, then extend to model-ID-based LCM. The components for functionality-based LCM includes:
a)	Func tionality identification
b)	Applicable functionality identification
c)	Functionality configuration
d)	Functionality activation/deactivation/switching/fallback
e)	Functionality monitoring
Proposal 2:	Consider using sub-use case (e.g. AI/ML positioning) as a Feature and defining multiple Feature Groups within the Feature. More detailed configurations/information for each Feature can be discussed during normative work.
Proposal 3:	Support further study and discussion on model-ID-based LCM during normative work considering it facilitates NW-side model-level management over UE-side models.
Proposal 4:	Support all three types (Type A, Type B1 and Type B2) model identification for further study. More detailed procedure can be discussed during normative work.
Proposal 5:	Regarding functionality/model-based LCM, consider to study UE reporting common conditions across all sub-use case (e.g. monitoring conditions) as well as conditions for each sub-use case.
Proposal 6:	Assistance information is necessary for functionality/model-based LCM. Support further discussion about assistance information in the normative work.
Proposal 7:	UE hardware/software information can be informed to NW before model transfer, which may facilitate NW-side validation whether a model can be deployed at UE. NW may acquire UE hardware/software information via UE or a third party (e.g. UE or chipset vendor).

Reference
[1] RP-213599, “New SI: Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface,” Qualcomm, RAN#94-e, e-Meeting, December 6th – 17th, 2021.
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