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[bookmark: _Ref142482373]Introduction
At RAN #94, a new study on artificial intelligence/machine learning for NR air interface has been approved [1], with the main goal of exploring the benefits of augmenting the air interface with features enabling improved support of AI/ML-based algorithms for enhanced performance and/or reduced complexity/overhead.

Through studying a few carefully selected use cases, the goal is to identify a common AI/ML framework, including functional requirements of AI/ML architecture, which could be used in subsequent projects. The study should also identify areas where AI/ML could improve the performance of air-interface functions.

The study will serve to identify what is required for an adequate AI/ML model characterization and description establishing pertinent notation for discussions and subsequent evaluations. Various levels of collaboration between the gNB and UE are identified and considered. 

Specification impact will be assessed in order to improve the overall understanding of what would be required to enable AI/ML techniques for the air interface.

The SI consists of studying individual use cases as well as deriving a general framework for AI/ML. Below we summarize the goal of the study as shown in [1] relevant to the general framework:
AI/ML model, terminology, and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting separate or joint ML operations. 
· Characterize lifecycle management of AI/ML model: e.g., model training, model deployment, model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures, and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate

A lot of progress has been made in previous RAN1 meetings toward achieving the SI objectives. In this contribution, we express our views for handling of “additional conditions” and model identification. We also provide discussion on performance monitoring of inactive model/functionality and model delivery/transfer. 

[bookmark: _Ref149863320]Handling of NW-side additional conditions for UE-side models
Background

In earlier RAN1 meetings, RAN1 had started the discussion of functionality-based LCM and model-ID-based LCM separately.
	Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.



As the RAN1 discussions progress, and with the interpretation of a model as being logical, companies realized that the two LCM flavors largely overlap.

	RAN1 #112-bis-e Conclusion
From RAN1 perspective, it is clarified that an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.
· When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.

Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.

Agreement
· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2
Agreement
· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: Using a procedure other than UE capability report
· Note: The support and applicability of model identification Type A is a separate discussion.




Eventually, in RAN1 #114bis, RAN1 made the following agreement for a unified functionality/model-ID-based LCM.
	Agreement
· Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.



Therefore, within a single unified LCM, a model may be identified (if needed/supported) and used for LCM purposes. 

As agreed earlier, a model may be associated with both “conditions” and “additional conditions”. The meaning of “additional conditions” has been further clarified in RAN1 #114-bis:
	Agreement
· For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.
· It doesn’t imply that additional conditions are necessarily specified 
Agreement
· Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. 
· Note: whether specification impact is needed is separate discussion
RAN2 Agreement
For additional condition reporting, the existing capability reporting framework cannot be used.  To report these conditions (if needed), UAI can be used as an example.  This can be defined and discussed in normative phase.   FSS signaling of additional conditions from network to UE



Further, additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions.
	Agreement
· Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. 
· Note: whether specification impact is needed is separate discussion



For proper inference operation of UE-side models, it is important to ensure consistency between training and inference regarding NW-side additional conditions (if identified), as otherwise there may be mismatch between the additional conditions assumed for the training of UE-side model(s) and the additional conditions used by the NW at the inference time, potentially leading to performance issues. For example, if the gNB beam codebook used by the NW during inference operation of a UE-side beam prediction model is different from the gNB beam codebook that was assumed for training of the UE-side beam prediction model, performance will likely suffer.

Note that model identification is one way to ensure such consistency between training and inference regarding additional conditions, per previous agreement:
	Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· ..
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· …
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· …
· …
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· …




Besides model identification, there may be other alternatives to address NW-side additional conditions for UE-side models. Correspondingly, in RAN1 #114-bis, RAN1 agreed the following potential approaches for ensuring consistency between training and inference regarding NW-side additional conditions:
	Agreement
· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.



The discussion is also related to various model identification types:
	RAN1 #113 Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.

Proposal 9-3c (from RAN1 #114-bis FL final summary)
For model identification of UE-side or UE-part of two-sided models, the following sub-types have been identified for each of the model identification types. Further study relevant aspects, necessity, and specification impact (if any).
· Type A
· Used to identify a model developed offline, potentially via multi-vendor collaboration
· Type B1
· B1-1: Used to identify a model developed offline, potentially via multi-vendor collaboration (Same as Type A)
· [bookmark: _Hlk147959253]B1-2: Used to identify a model using specified list of parameters and candidate values.
· B1-3: Used to identify an updated UE-side/part model (e.g., via online training or finetuning inside UE) of a previously identified model via Type A or B1-1
· B1-4: Used to identify a model using NW-indicated time duration and regions (e.g., cells/PCIs/TRPs/tracking areas) 
· Type B2
· B2-1: Used along with model transfer from NW to UE
· B2-2: Used for NW to indicate data collection at UE. In this case, model ID is a logical ID (i.e., dataset ID) determined by NW and associated with the underlying conditions and additional conditions for the indicated data collection.




With the above background in mind, in the next section, we discuss the various options for ensuring consistency between training and inference regarding NW-side additional conditions for UE-side models.

Discussion
In this section, we discuss the various options for ensuring consistency between training and inference regarding NW-side additional conditions for UE-side models. It is noted that the four options agreed in the last meeting:
a) Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
b) Model training at NW and transfer to UE, where the model has been trained under the additional condition
c) Information and/or indication on NW-side additional conditions is provided to UE 
d) Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
are not mutually exclusive. For example, there is an overlap between a) and c). Therefore, it is not crucial to debate whether a particular approach belongs to which bullet; rather, it is more important to identify potential approaches and discuss them. In particular, we note in the discussions below that model identification may be applicable to or combined with any of b), c), and d). Therefore, instead of having a) as a separate category, we instead use:

P. Offline alignment: Information and/or indication on NW-side additional conditions is aligned between NW-side and UE-side offline
Q. Over-the-air alignment: Information and/or indication on NW-side additional conditions is provided to UE over-the-air
R. Model training at NW and transfer to UE, where the model has been trained under the additional condition
S. Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
We discuss each flavor in the following subsections.

Offline alignment 

In this solution, NW-side additional condition is aligned offline between NW-side and UE-side for training, model(s) are identified referring to the alignment, and model IDs are used during inference. In this way, consistency between training and inference regarding NW-side additional conditions is ensured.

We can categorize this solution into two flavors.

P1: Model identification initiated by the NW-side

In this flavor, an indication on NW-side additional conditions is determined/provided from the NW-side to the UE-side(s). The indication is essentially a (logical) model ID. Therefore, the model ID may represent a dataset ID and/or may be associated with underlying NW-side additional condition(s).

As an example, to facilitate the UE-side model development, a NW side vendor and UE side vendor(s) may collaborate offline, wherein the NW side vendor helps categorizing the dataset based on associated gNB beam codebook information. As a toy illustration, let’s assume that NW side helps creating two datasets – dataset 1 for certain gNB beam codebooks and dataset 2 for certain other gNB beam codebooks. NW side can help creating the two datasets, as the NW side knows the beam codebooks and their beam shapes and therefore knows how to categorize the beam codebooks into two groups to create the two datasets. Each categorized dataset may be assigned an ID, say ID 1 and ID 2, which we may call a dataset ID or a model ID. The name is not important, but in RAN1 discussion we have called it a model ID. This is called “model identification”. This will allow the UE side(s) to develop models specific to each dataset. During UE capability, UE indicates the supported model IDs, and during inference, NW indicates the model ID that UE should use for inference.

(As agreed in RAN1, the model ID is only logical. It is up to the UE side whether to develop and operate one model or multiple physical models for the model ID 1. Similarly, it is up to the UE side whether to develop and operate one model or multiple physical models for the model ID 2. It’s UE-side implementation choice. It’s also up to UE side whether UE side develops one physical model across both model ID 1 and 2, as long as one physical model works well across the two datasets. Therefore, this model ID is logical. From the NW point of view, NW is only controlling the model ID (e.g., by configuring it during inference), but NW does not know and does not control what physical models UE may use.

In this flavor, model identification is trivial; model identification is trivially accomplished by the NW-side assigning/providing a model ID to the UE-side(s). Associated configurations/conditions with the dataset may also be shared by the NW-side with the UE-side(s). Once the NW-side shares the dataset with associated configuration/conditions and an assigned model ID, it is up to the UE-side to develop physical model(s) to add the support of the (logical) model ID at the UE. There is no model identification/registration from the UE-side to the NW-side. As the model is identified without over-the-air signaling, it belongs to Model Identification Type A.

P2: Model identification initiated by the UE-side

In this flavor, a (logical) model is developed from the UE side based on information on NW-side additional conditions, and as such, model identification is initiated from the UE-side.

As an example, to facilitate the UE-side model development, a NW side vendor and UE side vendor(s) may collaborate offline, wherein the NW side vendor provides information on gNB beam codebook for the dataset(s) to help UE categorize the dataset(s). 

For example, the information may be some information characterizing gNB beam shapes. This will help the UE side(s) to categorize dataset accordingly and develop one or multiple (logical) models. UE-side then identifies each of the (logical) model to NW, indicating the associated beam shapes that were used for training the (logical) model. Finally, NW can assign a model ID for the (logical) model.

For another example, the information the NW side provides may be time duration and regions (e.g., cells/PCIs/TRPs/tracking areas) for each of the training data in the dataset(s). UE-side may do appropriate grouping/categorization of the dataset(s) and develop one or multiple (logical) models. UE-side then identifies each of the (logical) model to NW, indicating the associated time duration and regions that were used for training the (logical) model, and have a model ID assigned from the NW. NW figures out the associated NW-side additional conditions for the identified model based on the time duration and regions provided from the UE-side. This allows the NW to configure the right model ID during inference that matches the NW-side additional conditions being used for inference.


Over-the-air alignment 
In this solution, NW-side additional condition is aligned via over-the-air signaling from NW to UE for training. Models may or may not be identified depending on flavors, which we discuss below.

We can categorize this solution into three flavors.

Q0: Information on NW-side additional conditions is provided over-the-air to UE for both training (e.g., for dataset categorization) and inference

As an example, to facilitate the UE-side model development, NW signals information on gNB beam codebook, such as information characterizing gNB beam shapes, to help UE side(s) collect and categorize the dataset(s). This will help the UE side(s) to categorize dataset accordingly and develop one or multiple models, where each model can be associated with particular value(s) of gNB beam codebook signaled from the NW. During inference, similarly, NW signals information on gNB beam codebook being currently used. As the UE already knows the association between its models and gNB codebook information, there is no need of model identification.


Q1: Indication on NW-side additional conditions is provided over-the-air to UE for both training (e.g., for dataset categorization) and inference in the form of an ID.

In this flavor, an indication on NW-side additional conditions is determined from the NW-side and signaled to the UE over-the-air. The indication is essentially a (logical) model ID. Therefore, the model ID may be associated with underlying NW-side additional condition(s).

As an example, to facilitate the UE-side model development, NW may define an ID and associate it with particular sets of gNB beam codebooks. As a toy illustration, let’s assume that NW side assigns a model ID 1 for certain gNB beam codebooks and a model ID 2 for certain other gNB beam codebooks. NW signals the model ID over-the-air, based on which UE can collect dataset 1 and dataset 2 to develop (logical) model 1 and (logical) model 2. During UE capability, UE indicates the supported model IDs, and during inference, NW indicates the model ID that UE should use for inference.

This flavor is very similar to P1 (offline alignment; model identification initiated by the NW-side), except that the model ID is signaled over-the-air.

In this flavor, model identification is trivial; model identification is trivially accomplished by the NW-side assigning/signaling a model ID to the UE. There is no need of signaling of associated configurations/conditions, as they are already known at UE via Feature/FG configuration. Once the NW signals a model ID, it is up to the UE-side to develop physical model(s) to add the support of the (logical) model ID at the UE. There is no model identification/registration from the UE-side/UE to the NW-side/NW. As the model identification is initiated from NW to UE over-the-air, it belongs to Model Identification Type B.

Q2: Information on NW-side additional conditions is provided over-the-air to UE for training (e.g., to help UE categorize dataset).

In this flavor, a (logical) model is developed from the UE side based on information on NW-side additional conditions signaled over the air, and model identification is initiated from the UE-side.

As an example, to facilitate the UE-side model development, NW signals information on gNB beam codebook over-the-air, such as information characterizing gNB beam shapes, to help UE side(s) collect and categorize the dataset(s). 

For example, the information may be some information characterizing gNB beam shapes. This will help the UE side(s) to categorize dataset accordingly and develop one or multiple (logical) models. UE-side then identifies each of the (logical) model to NW, indicating the associated beam shapes that were used for training the (logical) model. Finally, NW can assign a model ID for the (logical) model.

For another example, the information may be time duration and regions (e.g., cells/PCIs/TRPs/tracking areas). This will help the UE side(s) to categorize dataset accordingly and develop one or multiple (logical) models. UE-side then identifies each of the (logical) model to NW, indicating the associated time duration and regions that were used for training the (logical) model, and have a model ID assigned from the NW. NW figures out the associated NW-side additional conditions for the model based on the time duration and regions provided from the UE-side. This allows the NW to configure the right model ID during inference that matches the NW-side additional conditions being used for inference.

This flavor is very similar to P2 (offline alignment; model identification initiated by the UE-side), except that information on NW-side additional conditions is provided to UE over-the-air (as opposed to offline).


Model training at NW and transfer to UE
One solution to ensure consistency between training and inference regarding NW-side additional conditions is to train a model at NW and transfer to UE. As the NW is aware of its own NW-side additional conditions, NW can train one or more models, each for specific NW-side additional conditions, and for inference, have the model that matches the inference time NW-side additional conditions transferred to UE, thereby ensuring consistency between training and inference.

In model transfer, model identification is initiated by the NW. Therefore, this solution requires model identification Type B2.


[bookmark: _Ref149863525]Consistency assisted by monitoring
It may also be possible to rely on performance monitoring to ensure consistency between training and inference regarding NW-side additional conditions.

As a toy example, let’s assume that NW side has two different gNB beam codebook configurations, CB1 and CB2. Let’s further assume that, without knowledge of gNB beam codebook configurations, UE-side develops multiple models, model 1, 2, 3, and 4, where each model is developed based on certain hypothetical gNB beam shape assumptions. Let’s assume that model 1 happens to work well for CB1 (perhaps because the hypothetical gNB beam shape assumed for model 1 training matches reasonably well with CB1), and model 2 happens to work well for CB2. Suppose that gNB is using CB1 during inference. Prior to inference, UE blindly tries all the 4 models and monitors their performance. UE finds out that model 1 works well. Then, UE proceeds with using model 1 during inference. Note here that there is no model identification; NW does not know the existence of the four models at UE, and the model numbers 1-4 are internal to the UE-side.

Obviously, this trial-and-error approach based on monitoring is inefficient, as it will incur overhead in terms of latency and UE power consumption. It’s also quite possible that none of the hypothetical gNB beam shapes UE used for model training matches with the actual gNB codebooks, in which case even the best model selected out of monitoring may have a poorer performance compared to the other solutions based on offline/over-the-air alignment or model transfer.

One potential approach to relieve the latency and power consumption overhead is to perform model identification after monitoring. That is, once the best performing model (model 1 in the above example) is determined via monitoring, UE may initiate model identification, letting NW know that UE has a model that works (reasonably) well under the NW-side additional condition (which is unknown at UE) and gets a model ID assigned. NW can record the association between the assigned model ID and the NW-side additional condition, so that whenever NW uses the same NW-side additional condition toward the UE, NW may configure the model ID for the UE. Therefore, the UE needs to go through the trial-and-error monitoring only once for the given NW-side additional condition. Furthermore, other UEs of the same type from the same vendor supporting the model can also update their capability to indicate the support of the model ID to the NW.

The type of model identification used here is initiated by UE over-the-air, so it belongs to the model identification Type B1. The model identification is trivial; model ID assignment from the NW in response to UE’s request is trivially Model Identification (Type B1). There is no need of exchanging of associated configurations/conditions, as they are already known at NW and UE via the Feature/FG configuration.


Summary and further discussion
As there are two distinct flavors of model identification Type B2, we defined sub-types B2-1 (associated with model transfer) and B2-2 (model ID signaling for data collection) to differentiate them.

The following table summarizes the above discussions.

Proposal 1: Agree on the following table.
	Approach
	How NW-side additional conditions are addressed/incorporated for training
	What is done for inference to ensure consistency between training and inference regarding NW-side additional conditions
	Model identification

	Offline alignment
	Indication (=model ID) on NW-side additional conditions is aligned offline for training (e.g., for dataset categorization).
	Indication (=model ID) on NW-side additional conditions is provided over-the-air to UE for inference.
	Type A (initiated by NW-side)

	
	Information on NW-side additional conditions is aligned offline for training (e.g., to help UE categorize dataset).
	Model ID signaling
	Type A (Initiated by UE-side)

	Over-the-air alignment
	Information on NW-side additional conditions is provided over-the-air to UE for training (e.g., for dataset categorization).
	Information on NW-side additional conditions is provided over-the-air to UE for inference.
	n/a

	
	Indication (=model ID) on NW-side additional conditions is provided over-the-air to UE for training (e.g., for dataset categorization).
	Indication (=model ID) on NW-side additional conditions is provided over-the-air to UE for inference.
	Type B2-2 (initiated by NW-side)

	
	Information on NW-side additional conditions is provided over-the-air to UE for training (e.g., to help UE categorize dataset).
	Model ID signaling
	Type A (initiated by UE-side)

	Model transfer
	Model is trained under NW-side additional conditions
	Model is transferred to UE to be used for inference
	Type B2-1 (initiated by NW-side)

	Consistency assisted by monitoring
	n/a
	UE figures out (potentially w/ NW help) applicable model/functionality via monitoring.

	n/a

	
	n/a
	UE figures out (potentially w/ NW help) applicable model/functionality via monitoring.
Model ID signaling (after applicable model is identified)
	Type B1 (initiated by UE-side)




From the above discussions, and from Section 3 on two-sided models, 
· Model identification is needed for pairing of two-sided models.
· Model identification is useful for UE-side models to ensure consistency between training and inference regarding NW-side additional conditions (if identified)
· Model identification is needed for UE side models and UE-part of two-sided models with model transfer.

Observation 1:
· Model identification is needed for pairing of two-sided models.
· Model identification is useful for UE-side models to ensure consistency between training and inference regarding NW-side additional conditions (if identified)
· Model identification is needed for UE side models and UE-part of two-sided models with model transfer.


From the earlier discussions, it is seen that a single generalizable model may work reasonably well but still suffer from performance degradations compared to a model that is specifically developed for a particular scenario/configuration/dataset. In such a scenario, a reasonable approach could be to use functionality-based LCM without model identification as a baseline, for which a relatively loose performance is required (e.g., via RAN4 test), and whenever need arises, to develop specific model(s) optimized for a particular scenario/configuration/dataset. A tighter performance target could be associated with the specific model via the validation performance during the offline model training, and the tighter performance could be ensured via model monitoring during inference operation.

Observation 2: Models developed and trained for a particular scenario/configuration/dataset may provide better performance than a generalized model that covers a wide range of scenarios/configurations/datasets. 

Proposal 2: Target performance may be associated with a model and aligned between the NW side and UE side during model identification. 

Proposal 3: Model identification provides means for (1) identifying a stronger performance during model identification for a scenario/configuration/dataset, (2) correspondingly set a stronger performance target for the scenario/configuration/dataset, (3) and monitoring for the stronger performance via model monitoring during inference.

Proposal 4: Model identification may be used for selected scenario/configuration/datasets for enhanced performance within functionality-based LCM.

It is also possible to define multiple performance targets, each associated with a model ID, for the given scenario/configuration/dataset. A higher/lower performing model may have higher/lower complexity or power consumption at UE. This will allow NW to configure a desired performance level for the functionality. (Again, note that a model is logical.)

Proposal 5: Model identification enables NW to configure multiple performance targets for the functionality.


Some companies have raised concerns on large scale deployment scalability of model identification. As discussed above, a model may generalize relatively well across scenarios/configurations/datasets, but scenario/configuration/dataset-specific model may give better performance. In this case, a generic model may be used initially, and if need arises, specific models may be developed for certain scenarios/configurations/datasets via vendor collaboration to achieve higher performance for those scenarios/configurations/datasets. As this can be done need-basis for performance enhancements, there is little scalability concern.

Taking two-sided CSI compression as an example, evaluations in the agenda 9.2.2.1 shows that a single model generalize reasonably well across deployments and configurations (See Appendix Section 9.2 for observations). Still, for many of the training types (e.g., Type 3 NW-first sequential training), model identification is needed, because the UE needs to maintain multiple models, one for each NW-side vendor. Assuming Type-3 NW-first sequential training, a given NW-side vendor needs to develop/train only one model, and therefore there is little concern on deployment scalability. UE-side vendor will need to train N models (N=number of NW-side partners), but since N is small, there is little scalability concern.

Training many specialized models, one for each particular scenario/configuration/dataset, may incur larger efforts. However, it can be considered as a performance enhancement that can be done selectively and/or can be gradually phased in over time.


Observation 3: Model identification does not have a scalability issue.


As discussed in the previous sections, there are several different flavors of model identification
· Type A (initiated by NW-side)
· Type A (initiated by UE-side)
· Type B1
· Type B2-1
· Type B2-2
They have varying degrees of potential specification impacts. Type A, being an offline identification, is expected to have little, if any, RAN1/RAN2 impact. Type B1 and Type B2-2 are also trivial.
Also, some of the model identification types, in particular Type A (initiated by NW-side), Type B1, and Type B2-2, requires minimal-to-none inter-vendor alignment effort.

Observation 4: Some of the model identification types, in particular Type A (initiated by NW-side), Type B1, and Type B2-2, requires minimal-to-none inter-vendor alignment effort. 

Regardless of the model identification type, once a model is identified, there is only minor specification impact for enabling models in functionality-based-LCM, mainly:
· UE indicating supported model IDs, e.g., in the UE capability
· NW configuring/signaling model ID for activation/switching/monitoring

Observation 5: Additional spec impact for model identification is minimal. 

Considering mentioned use cases and various benefits of model identification, and considering minor additional specification impacts, it is natural to support both in specification. There is no good reason to disallow it.

Proposal 6: Support model identification in Rel-19 normative work.


[bookmark: _Ref149906417]Handling of additional conditions for two-sided models
Handling of additional conditions for two-sided models can be addressed by establishing a pairing of the NW-part and the UE-part of the two-sided model. 

The goal of pairing establishment is to establish a common understanding between the NW-side and UE-side regarding the pairing information associated with each pair of CSI generation and CSI reconstruction logical models. In other words, pairing establishment informs both sides that the pair of models are compatible and describes what pairing information will be used to identify this pair in subsequent signalling. 

In RAN1#114, the following observation was agreed regarding the options to define the pairing information used to enable a UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the gNB:
	Observation
In CSI compression using two-sided model use case, at least the following options have been proposed by companies to define the pairing information used to enable the UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the gNB: 
· Option 1: The pairing information is in the forms of the CSI reconstruction model ID that NW will use. 
· Option 2: The pairing information is in the forms of the CSI generation model ID that the UE will use. 
· Option 3: The pairing information is in the forms of the paired CSI generation model and CSI reconstruction model ID. 
· Option 4: The pairing information is in the forms of by the dataset ID during type 3 sequential training. 
· Option 5: The pairing information is in the forms of a training session ID to a prior training session (e.g., API) between NW and UE. 
· Option 6: The pairing information is up to UE/NW offline co-engineering alignment, transparent to 3GPP specification. 
· Note: the disclosure of the vendor information during the model pairing procedure and model identification procedure should be considered.
· Note: If each UE side model is compatible with all NW side model, the information is not needed for the UE. 
Note: Above does not imply there is a need for a central entity for defining/storing/maintaining the IDs.  



The need for pairing information
The observation above includes a note: “Note: If each UE side model is compatible with all NW side model, the information is not needed for the UE.”
Many of the training types, such as NW-side Type 1, NW-first Type 2 sequential, and NW-first Type 3 training, are initiated or managed by the NW-side. In these cases, each NW-vendor may create a CSI reconstruction model (decoder) independently, and a UE will need to use a different CSI generation model (encoder) when communicating with a gNB from a different vendor. Developing a common encoder that is compatible with different decoders may introduce burden on the training collaboration. In addition, it may increase the complexity requirements on the UE-side encoder. 
If a UE needs to select a different encoder depending on the gNB vendor, then there is a clear need for pairing information to be signaled to the UE in order to ensure compatibility.
Observation 6: NW-side or NW-first training types are likely to require a UE to select a different encoder for different vendors’ gNBs. In that case, such training types can be supported only if pairing information is provided to the UE.

Even for a given NW-side, the NW-side may have multiple NW-side models (such as deployment-specific models, or multiple versions of a model) and correspondingly requiring multiple UE-side models. While generalization studies for two-sided CSI compression show reasonable generalization performance, we cannot confidently anticipate real world deployment to fully generalize and NOT have a signaling that allows for multiple models via model ID. 
Observation 7: A single model may not generalize to all scenarios in real deployments, and therefore specification should have signaling that allows for multiple models via model ID.

Pairing ID is a special case of a model ID
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Figure 1: Pairing ID is a special case of model ID

In both RAN1 and RAN2, model identification has been discussed for several meetings, and good progress has been made regarding this framework.
During inference time, the pairing ID based on any of the options listed in the observation agreed in RAN1#114 should provide sufficient information to a UE to select a CSI generation model (encoder) that will be compatible with the CSI reconstruction model (decoder) on the NW-side. Note that a UE may have more than one physical model that is compatible with the same decoder, but the NW considers them to be the same logical model. In this sense, the pairing ID enables the UE to select a unique logical model. 
As a result, the pairing ID can serve as a model ID from a life-cycle management perspective.
Observation 8: Any UE-side physical model that is compatible with the same CSI reconstruction model of the NW can be considered to be the same logical model identified by the same pairing ID.

Proposal 7: The pairing ID enables the UE to select a unique logical model for CSI generation that is compatible with the NW-side CSI reconstruction model. As a result, the pairing ID is a special case of a model ID.

Since pairing ID is a special case of a model ID, all the agreements related to model identification readily apply to the pairing establishment of two-sided models. 
Proposal 8: Model identification based operation is needed for pairing of two-sided models.

Pairing establishment and model identification
The establishment of this association between a pair of logical models and the pairing information that will be used to identify them is essentially the same as the model identification procedure discussed in the general framework agenda. Thus, the agreement on different types of model identification readily applies to pairing establishment for two-sided models. 
For each of the pairing information options in the observation agreed in RAN1#114, model identification can be applied to derive common understanding between the NW and the UE on the pairing ID associated with a pair of CSI generation/reconstruction models. Note that each option may apply to different training types, and the following lists a few examples:
· Option 1 (CSI reconstruction model ID that NW will use): 
· In one-to-many NW-side Type 1 offline training a single decoder and multiple encoders may be developed. Similarly, in Type 3 NW-first training, a common decoder is developed first. In such cases, the NW-side may assign a pairing ID based on the common decoder model. Using model identification, this pairing ID can be provided by the NW-side to the UE-side to achieve common understanding for use during inference.
· Option 2 (CSI generation model ID that the UE will use):
· Correspondingly, in UE-side Type 1 offline training or UE-first Type 3 training, the UE-side may assign a pairing ID to the encoder model. Using model identification, this pairing ID can be provided by the UE-side to the NW-side achieve common understanding for use during inference.
· Option 3 (paired CSI generation model and CSI reconstruction model ID)
· In Type 2 offline training, the NW-side and UE-side may develop a pair of encoder and decoder models in a single training session through training collaboration. During this collaboration, a pairing ID may be assigned jointly by NW-side and UE-side based on the pair of models, and thus common understanding of the pairing ID may be achieved using model identification.
· Option 4: (the dataset ID)
· For NW-first Type 3 training, the NW may provide a dataset ID along with the dataset to the UE-side with the common understanding that encoders developed by the UE-side based on this dataset can be identified by this ID. Similarly, for UE-first training, the UE-side may provide a dataset ID with the common understanding that the encoder associated with this dataset ID is compatible with any decoders derived from this dataset. Thus, common understanding of the pairing ID may be achieved using model identification.
· Option 5: training session ID to a prior training session (e.g., API) between NW and UE. 
· In Type 2 offline training, the NW-side and UE-side may develop a pair of encoder and decoder models in a single training session through training collaboration. A pairing ID may be derived jointly by NW-side and UE-side based on the training session ID, and thus common understanding of the pairing ID may be achieved using model identification.
The only requirement on the pairing information used to achieve the compatibility of models between the UE and NW side is that there should be common understanding between both sides on how the UE should map the pairing information to a CSI generation model. This can be achieved during model identification as discussed above. 
Proposal 9: Establishing a common understanding of the pairing information associated with a pair of logical CSI generation and CSI reconstruction models can be achieved as part of the model identification step.

Model Identification Types
In RAN1 #113 the group agreed various model identification types:
	RAN1 #113 Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· [bookmark: _Hlk149864525]Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.




From Section 2, we also proposed sub-types B2-1 and B2-2.

In this section, we provide further discussion/analysis of model identification.


Type A model identification

Type A is an offline process where vendors may collaborate offline, develop/train models, and get a model ID assigned. One example is two-sided Type 1/2/3 offline model training, where a model ID (e.g., pairing ID) may be assigned to a training session, a dataset, a decoder identity, etc. Once a model(s) is developed/trained, the model can be made known to NW and UE (i.e., is identified at NW and UE). Note that the model is identified to NW and to UE separately, rather than between NW and UE directly. For the UE side, this may be done from the UE-side vendor to each UE via firmware update (e.g., FOTA) to update necessary SW/FW pieces at the UE to support the model and also to update the UE capability.

Since this is an offline process, there is no anticipated spec impact in RAN.

Once mode is identified via Type A, as agreed in RAN1 #114, UE indicates supported AI/ML models IDs with UE capability report as a starting point.

Observation 9: Spec impact for model identification Type A is minimal.

As noted earlier, two flavours of Type A model identification may be considered for discussions.
· Type A (initiated by NW-side)
· Type A (initiated by UE-side)

The Type A initiated by NW-side has less (or no) inter-vendor offline collaboration and may be more attractive in terms of the NW-side scalability and model management complexity.

Observation 10: Two flavours of Type A model identification may be considered for discussion.
· Type A (initiated by NW-side)
· Type A (initiated by UE-side)


Type B1 model identification

There are several use cases for Type B1 mentioned by companies.

Use case 1: as an over-the-air version of Type A

This use case of Type B1 identification is similar to Type A identification, except that an over-the-air signaling is used for UE to convey the model meta information to the NW. This use case has downsides for several reasons:
· A model is developed to be used by many UEs, so the idea of using a representative UE as a relay to convey the model information to NW is strange and unjustified.
· Note that the actual traffic will be routed like this: UE-side server (UP traffic)  NW (as a pipe for UP traffic)  UE (UP traffic)  UE interprets the UP traffic and forms the over-the-air message  NW. This is a very strange way.
· This incurs specification effort, while the same thing could be done without RAN specification via Type A.
· This incurs unnecessary implementation burden for UE side to program one designated UE to perform model identification or implement a protocol by a UE-side vendor where a UE-side server chooses and commands a UE to perform identification.
Therefore, there is no compelling reason to support the Use case 1.


Use case 2: (Logical) AI/ML model created by UE based on conditions of the Feature/FG

In this flavor, UE identifies a group of configurations of AI/ML-enabled Feature/FG as a (logical) model. This grouping can convey to NW that UE does not need interruption among the configurations covered by one (logical) model, whereas UE may need interruption time when NW changes configurations crossing (logical) model boundaries. The underlying reason could be that configurations under one (logical) group is covered by one physical model, thus not needing model switching at UE.

Use case 3: online training of UE-side/part model
In this use case, UE creates a new model (i.e., updated parameters) via online training, and UE identifies the new model to NW. While this is a valid use case, there is little discussion in Rel-18 on such online training, so the discussion of such use case of Type B1 can be deprioritized in Rel-18 given the study is nearing end.


Use case 4: model identification based on performance monitoring

In this use case, discussed in Section 2.2.4, UE initiates model identification, letting NW know that UE has a model that works (reasonably) well under the NW-side additional condition (which is unknown at UE) and gets a model ID assigned. NW can record the association between the model ID and the NW-side additional condition, so that whenever NW uses the same NW-side additional condition toward the UE, NW may configure the model ID for the UE.



Type B2 model identification

Sub-Type B2-1 may be used in conjunction with model transfer from NW to UE to identify a new model of the previously identified structure with new parameters.

Sub-Type B2-2 is used for NW to signal model ID for data collection. In this case, model ID is a logical ID (i.e., dataset ID) determined by NW and may be associated with the underlying NW-side additional conditions.

Proposal 10: Categorize model identification Type B2 into two sub-types:
· Type B2-1: Type B2 that is used along with model transfer
· Type B2-2: Type B2 that is used for NW to signal model ID for data collection


[bookmark: _Ref127434607]Assessing/monitoring inactive model/functionality

In RAN1 #113, the following was agreed.

	Agreement from RAN1 #113
For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:
· Assessment/Monitoring based on the additional conditions associated with the model/functionality
· Assessment/Monitoring based on input/output data distribution
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)
FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any.




In the RAN1 #114bis meeting, the following aspects for assessment/monitoring of inactive models / functionalities have been discussed.
	Proposal 9-6b:
Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· FFS: feasibility of activating multiple models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring AI/ML model(s) for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)
· Dataset delivery / RS configuration from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.
· The procedure and signaling for NW-side assessment/monitoring and UE-side assessment/monitoring.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.
Target performance may be aligned during model identification, in addition to any RAN4 tests.




We agree with the FL’s proposal.

Proposal 11: 
Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· FFS: feasibility of activating multiple models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring AI/ML model(s) for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)
· Dataset delivery / RS configuration from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.
· The procedure and signaling for NW-side assessment/monitoring and UE-side assessment/monitoring.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.
Target performance may be aligned during model identification, in addition to any RAN4 tests.


Model transfer/delivery

RAN1 has been discussing model transfer/delivery Cases in the past meetings:
	Agreement from RAN1 #112
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 
Agreement from RAN#1 113
In model delivery/transfer Case z4, the “known model structure” means an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support.
In model delivery/transfer Case z5, the “unknown model structure” means any other model structure not covered in z4, including any model structure that is only partially known. 




In RAN1 #114, RAN1 has agreed the following:
	Agreed Observation 8-9g:
· Scenario/configuration specific (including site-specific configuration/channel conditions) models may provide performance benefits in some studied use cases (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites).
· At least, when UE has limitation to store all related models, model delivery/transfer, if feasible, to UE may be beneficial, at the cost of overhead/latency associated with model delivery/transfer.
· Note: On-device Finetuning/retraining, if feasible, of a single model may be an alternative to model delivery/transfer.
· Note: a single model may generalize well in some studied use cases. 
· Note: Model transfer/delivery to UE may also face challenges, e.g., proprietary issues /burdens in some scenarios
Agreed Observation 8-9i:
· Model transfer/delivery of an unknown structure at UE has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.



While the group did not find sufficient time in RAN1 #114bis to discuss more detailed observations for various flavors of model delivery/transfer, the latest ongoing discussion toward drawing conclusion is captured in the FL proposed observation 9-5c.

	Proposed Observation 9-5c:
· For model delivery/transfer to UE, from the device implementation point of view
· Model delivery/transfer to UE in a proprietary format (Case y, z1, z2) is feasible from RAN1 perspective.
· Parameter update of a known structure on a deployed model via model delivery/transfer in an open format (Case z3, z4) may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale due to no need for offline compiling with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing compared to model delivery via proprietary format.



We agree with the above Proposed Observation.

Proposal 12: Capture the following observations into the TR
· For model delivery/transfer to UE, from the device implementation point of view
· Model delivery/transfer to UE in a proprietary format (Case y, z1, z2) is feasible from RAN1 perspective.
· Parameter update of a known structure on a deployed model via model delivery/transfer in an open format (Case z3, z4) may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale due to no need for offline compiling with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing compared to model delivery via proprietary format.


As agreed in Observations, model delivery/transfer to UE may be beneficial, from RAN1 point of view, at least those flavours of model delivery/transfer that has little issue from the UE implementation feasibility (e.g., Case y, z1, z2) should be included in the Rel-19 normative work. 
Proposal 13: At least include model delivery/transfer Cases y, z1, and z2 into Rel-19 normative work from RAN1 point of view. Other model delivery/transfer Cases can be further discussed and studied in future specifications.


Conclusions
In this paper, we discussed general aspects for AI/ML framework for Rel-18 SI and made the following observations and proposals.

Proposal 1: Agree on the following table.
	Approach
	How NW-side additional conditions are addressed/incorporated for training
	What is done for inference to ensure consistency between training and inference regarding NW-side additional conditions
	Model identification

	Offline alignment
	Indication (=model ID) on NW-side additional conditions is aligned offline for training (e.g., for dataset categorization).
	Indication (=model ID) on NW-side additional conditions is provided over-the-air to UE for inference.
	Type A (initiated by NW-side)

	
	Information on NW-side additional conditions is aligned offline for training (e.g., to help UE categorize dataset).
	Model ID signaling
	Type A (Initiated by UE-side)

	Over-the-air alignment
	Information on NW-side additional conditions is provided over-the-air to UE for training (e.g., for dataset categorization).
	Information on NW-side additional conditions is provided over-the-air to UE for inference.
	n/a

	
	Indication (=model ID) on NW-side additional conditions is provided over-the-air to UE for training (e.g., for dataset categorization).
	Indication (=model ID) on NW-side additional conditions is provided over-the-air to UE for inference.
	Type B2-2 (initiated by NW-side)

	
	Information on NW-side additional conditions is provided over-the-air to UE for training (e.g., to help UE categorize dataset).
	Model ID signaling
	Type A (initiated by UE-side)

	Model transfer
	Model is trained under NW-side additional conditions
	Model is transferred to UE to be used for inference
	Type B2-1 (initiated by NW-side)

	Consistency assisted by monitoring
	n/a
	UE figures out (potentially w/ NW help) applicable model/functionality via monitoring.

	n/a

	
	n/a
	UE figures out (potentially w/ NW help) applicable model/functionality via monitoring.
Model ID signaling (after applicable model is identified)
	Type B1 (initiated by UE-side)



Observation 1:
· Model identification is needed for pairing of two-sided models.
· Model identification is useful for UE-side models to ensure consistency between training and inference regarding NW-side additional conditions (if identified)
· Model identification is needed for UE side models and UE-part of two-sided models with model transfer.

Observation 2: Models developed and trained for a particular scenario/configuration/dataset may provide better performance than a generalized model that covers a wide range of scenarios/configurations/datasets. 

Proposal 2: Target performance may be associated with a model and aligned between the NW side and UE side during model identification. 

Proposal 3: Model identification provides means for (1) identifying a stronger performance during model identification for a scenario/configuration/dataset, (2) correspondingly set a stronger performance target for the scenario/configuration/dataset, (3) and monitoring for the stronger performance via model monitoring during inference.

Proposal 4: Model identification may be used for selected scenario/configuration/datasets for enhanced performance within functionality-based LCM.

Proposal 5: Model identification enables NW to configure multiple performance targets for the functionality.

Observation 3: Model identification does not have a scalability issue.

Observation 4: Some of the model identification types, in particular Type A (initiated by NW-side), Type B1, and Type B2-2, requires minimal-to-none inter-vendor alignment effort. 

Observation 5: Additional spec impact for model identification is minimal. 

Proposal 6: Support model identification in Rel-19 normative work.
Observation 6: NW-side or NW-first training types are likely to require a UE to select a different encoder for different vendors’ gNBs. In that case, such training types can be supported only if pairing information is provided to the UE.

Observation 7: A single model may not generalize to all scenarios in real deployments, and therefore specification should have signaling that allows for multiple models via model ID.

Observation 8: Any UE-side physical model that is compatible with the same CSI reconstruction model of the NW can be considered to be the same logical model identified by the same pairing ID.

Proposal 7: The pairing ID enables the UE to select a unique logical model for CSI generation that is compatible with the NW-side CSI reconstruction model. As a result, the pairing ID is a special case of a model ID.

Proposal 8: Model identification based operation is needed for pairing of two-sided models.

Proposal 9: Establishing a common understanding of the pairing information associated with a pair of logical CSI generation and CSI reconstruction models can be achieved as part of the model identification step.

Observation 9: Spec impact for model identification Type A is minimal.

Observation 10: Two flavours of Type A model identification may be considered for discussion.
· Type A (initiated by NW-side)
· Type A (initiated by UE-side)

Proposal 10: Categorize model identification Type B2 into two sub-types:
· Type B2-1: Type B2 that is used along with model transfer
· Type B2-2: Type B2 that is used for NW to signal model ID for data collection

Proposal 11: 
Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· FFS: feasibility of activating multiple models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring AI/ML model(s) for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)
· Dataset delivery / RS configuration from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.
· The procedure and signaling for NW-side assessment/monitoring and UE-side assessment/monitoring.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.
Target performance may be aligned during model identification, in addition to any RAN4 tests.
Proposal 12: Capture the following observations into the TR
· For model delivery/transfer to UE, from the device implementation point of view
· Model delivery/transfer to UE in a proprietary format (Case y, z1, z2) is feasible from RAN1 perspective.
· Parameter update of a known structure on a deployed model via model delivery/transfer in an open format (Case z3, z4) may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale due to no need for offline compiling with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing compared to model delivery via proprietary format.

Proposal 13: At least include model delivery/transfer Cases y, z1, and z2 into Rel-19 normative work from RAN1 point of view. Other model delivery/transfer Cases can be further discussed and studied in future specifications.
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Annex
Generalization performance of UE-side beam prediction across gNB beam codebooks
In this section, we include our evaluation results demonstrating the generalization performance across different gNB codebooks for UE-side AI/ML models. This aspect is both applicable to inter-site and intra-site generalization within which gNB array structures (and hence codebooks) may be different. Inter-site gNB array difference is applicable to scenarios in which UE moves into a new site, with a different gNB array. The intra-site array difference is applicable to scenarios in which gNB has multiple sub-arrays, and at different time, gNB may use different numbers of sub-arrays for a specific UE. For instance, for the purpose of power saving, gNB may turn off some sub-arrays; and for better coverage, gNB may use a number of available sub-arrays for a cell edge UE. gNB may alter the number of subarrays for a given UE based on the number of UEs it is serving. UE may not have visibility into the number of sub-arrays the gNB is using to serve the UE, and the purpose of this study is to try to identify the impact of array change (hence codebook change) as well as the potential impact of UE’s knowledge of this array change in the generalization performance. To this end, we consider two array structures named as regular and large array, and summarize the simulation assumptions in Table 1.

[bookmark: _Ref146832229]Table 1 Simulation assumptions for generalization across different gNB codebooks
	Parameters
	Value

	Scenario
	Umi, outdoor

	Carrier frequency
	30 GHz

	ISD
	200 m

	gNB antenna cfg.
	regular array (Codebook A): (M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), (dV, dH) = (0.5, 0.5) λ
large array (Codebook B): (M, N, P, Mg, Ng) = (8, 16, 2, 1, 1), (dV, dH) = (0.5, 0.5) λ

	gNB codebook (Set A)
	16 (azimuth) by 4 (elevation) beams per sector,
in total Set A has 192 beams per cell 

	gNB codebook (Set B)
	8 beams down-selected from Set A per sector, as shown in Error! Reference source not found.,
in total set B has 24 beams per cell

	gNB antenna gain
	8 dBi

	gNB Tx power
	40 dBm for 20 RB bandwidth

	SCS
	120KHz

	Car penetration loss
	Included

	UE mobility and rotation
	Not assumed, only consider a single time shot



We consider the sub-use case in which Set B is a subset of Set A for spatial domain beam prediction use case. Figure 2 illustrates pointing angles of Set A and Set B beams in a sector of the cell.
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[bookmark: _Ref146832301]Figure 2 Illustration of pointing angles of Set A and Set B beams in a sector of the cell.

We have generated the dataset assuming UE uses the best RX beam (having highest L1-RSRP) per gNB TX beam. We generated two datasets assuming regular and large gNB array structures, respectively. The gNB codebooks for the two gNB array structures are assumed to have the same number of beams with the same set of pointing angles. The beams with the same pointing angle from the two gNB codebooks are labelled with the same gNB beam ID. We name the codebook generated using the regular array and the large array as Codebook A and Codebook B, respectively. Even though the pointing angles of the beams from Codebook A and Codebook B are the same, the beamwidths are different due to different array structures.

We present the generalization performance in Table 2. Numerical results show that the prediction performance deteriorates significantly when different gNB arrays (hance different codebooks) are assumed in the training and test datasets. We reiterate the fact that we observe this large performance degradation despite the fact that the beam pointing angles of the two codebooks (Codebook A and Codebook B) are the same.
[bookmark: _Ref146832468]Table 2 generalization across different gNB codebooks
	
	Training
	Test
	Average L1-RSRP difference (in dB)
	Top-1 accuracy
	Top-2/1 accuracy
	Top-5/1 accuracy
	1dB margin accuracy

	
Without
codebook index
indicator
	Codebook A
	Codebook A
	0.51
	63.7%
	82.0%
	92.9%
	84.7%

	
	Codebook B
	Codebook B
	1.96
	50.0%
	69.5%
	86.9%
	62.0%

	
	Codebook A
	Codebook B
	4.05
	27.2%
	41.8%
	62.7%
	37.3%

	
	Codebook B
	Codebook A
	2.05
	28.9%
	51.5%
	79.7%
	50.0%

	
	Codebook A + Codebook B
	Codebook A
	0.73
	54.5%
	75.6%
	91.0%
	77.8%

	
	Codebook A + Codebook B
	Codebook B
	1.98
	47.8%
	67.6%
	86.4%
	60.0%

	With 
codebook index
indicator
	Codebook A + Codebook B
	Codebook A
	0.51
	62.0%
	82.2%
	92.9%
	84.3%

	
	Codebook A + Codebook B
	Codebook B
	1.91
	50.1%
	69.1%
	86.9%
	62.0%



Mixed dataset training helps but still worse than models specifically trained for each Codebook. Note that the evaluation was for two different codebooks. It is envisioned that, as the number of distinct codebooks increases, generalization will become more difficult, and performance of a single generalized model will further suffer.


Similar observations were made by quite a few other companies which led to the following observations in RAN1 #114:

	Observation (RAN1 #114)
At least for BMCase-1, AI/ML (without considering model switching) has some performance degradation with some unseen scenarios including:
· For DL Tx beam prediction, 
· deployment scenarios: different ISD, UMi/UMa (at least with same down tilt)
· various outdoor/indoor UE distributions
· various UE parameters: different UE codebooks, and different UE antenna array dimensions.
· Note: at least with the measurement from the best Rx beam. 
· For beam pair prediction
· deployment scenarios: different ISD, UMi/UMa (at least with same down tilt) 
· various outdoor/indoor UE distributions
· various UE parameters: when inference using a subset of Rx beams of training.

However, the AI/ML (without considering model switching) has significant performance degradation with some other unseen scenarios, including:
· For DL Tx beam prediction, 
· deployment scenarios: UMi/UMa (at least with the assumption of different ISD, antenna height, down tilt and NLOS probability)
· various gNB setting: different gNB antenna array dimensions, and DL Tx beam codebook
· various Set B patterns
· various Set A patterns
· For beam pair prediction
· various UE parameters: different UE codebooks, and different UE antenna array dimensions
· deployment scenarios: with the assumption of different ISD, antenna height, down tilt and NLOS probability
· various gNB setting: different gNB antenna array dimensions, and DL Tx beam codebook
· various Set B patterns
· various Set A patterns
In order to let AI/ML model see the data from a new setting which causes performance loss, the AI/ML model can be trained with mixed data or finetuned with the data from the new setting to improve the generalization performance. Alternatively, AI/ML model can be trained for different scenarios and rely on model switching based on applicable scenario which would improve generalization performance.




	Observation (RAN1 #114)
Different location of AI/ML model (e.g., NW side model, or UE side model) may have different generalization requirements:  
For NW side model, 
· generalization performance with various gNB settings and various Set B of beams may not be an issue since the gNB settings are most likely to be fixed or limited to a given gNB (at least seen by AI/ML before)
· for DL Tx beam prediction, generalization performance with various unseen UE parameters is acceptable at least with the measurement from the best or fixed Rx beam. 
· Tx-Rx beam pair prediction, generalization performance with various UE parameters, i.e., different number of beams in a seen UE codebook when inference using a subset of Rx beams of training is acceptable. 
· for Tx-Rx beam pair prediction, the significant generalization performance degradation with unseen various UE parameters (i.e., different UE codebooks, and/or different UE antenna array dimensions) can be improved to achieve less than 5% degradation (2 sources) and 16%~26% degradation (1 source) in terms of Top-1 beam prediction accuracy with the model training with mixed data compared to generalization performance Case 1.
· Note: with same amount of data for training for different scenarios for Case 3
· Alternatively, AI/ML model can be trained for different scenarios and rely on model switching based on applicable scenario which would improve generalization performance.
For UE side model, 
· generalization performance with unseen various UE parameters may not be an issue 
· the significant generalization performance degradation with unseen various gNB setting (i.e., different gNB antenna array dimensions, and/or DL Tx beam codebook) or unseen various Set B of beam(pairs) can be improved to achieve
· (for gNB setting) less than 5% (6 sources), 10%~15% (2 sources), and 2%~32% (1 source) degradation in terms of Top-1 beam prediction accuracy compared with the model training with mixed data to generalization performance Case 1, and 16%~20% (1 source) degradation in terms of Top-1 beam prediction accuracy compared with the model finetune to generalization performance Case 1.
· (for Set B of beam(pairs)) less than 10% (all 7 sources) degradation in terms of Top-1 beam prediction accuracy compared with the model training with mixed data to generalization performance Case 1.
· Note: For gNB setting, generalization performance Case 3 may depend on how different the gNB settings are across training and inference
· Note: with same amount of data for training for different scenarios for Case 3
· Alternatively, AI/ML model can be trained for different scenarios and rely on model switching based on applicable scenario which would improve generalization performance.



Again, it is observed that mixed dataset training helps but still has some degradation when compared to models specifically trained for each Codebook. Note that the evaluation was done for two different codebooks. It is envisioned that, as the number of distinct codebooks increases, generalization will become more difficult, and performance of a single generalized model with mixed training will further suffer.


[bookmark: _Ref146881903]Generalization performance of two-sided CSI compression
The following observations from the evaluation agenda for AI/ML CSI feedback enhancement from RAN1#114 confirm that it is possible to get good generalization performance for a single model across different deployments and configurations.

	Observation    (Generalization across deployment scenarios)
For the generalization verification of AI/ML based CSI compression over various deployment scenarios, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain deployment scenario#B and applied for inference with a same deployment scenario#B,
· For generalization Case 2, generalized performance may be achieved for some certain combinations of deployment scenario#A and deployment scenario#B but not for others:
· If deployment scenario#A is UMi & deployment scenario#B is UMa, deployment scenario#A is UMa & deployment scenario#B is UMi, or deployment scenario#A is UMa & deployment scenario#B is InH:
· 14 sources [Xiaomi, InterDigital, MediaTek, vivo, Intel, ZTE, OPPO, Huawei, CATT, Futurewei, Spreadtrum, NTT DOCOMO, Nokia, Ericsson] observe that generalized performance can be achieved:
· For deployment scenario#A is UMi & deployment scenario#B is UMa, 9 sources [Xiaomi, InterDigital, MediaTek, vivo, Intel, ZTE, CATT, Futurewei, Spreadtrum] observe less than -1.6% degradation or positive gain.
· For deployment scenario#A is UMa & deployment scenario#B is UMi, 10 sources [vivo, OPPO, MediaTek, Intel, Xiaomi, Futurewei, Spreadtrum, NTT DOCOMO, Nokia, Ericsson] observe less than -1.5% degradation or positive gain.
· For deployment scenario#A is UMa & deployment scenario#B is InH, 2 sources [Huawei, CATT] observe less than -0.6% degradation or positive gain
· 13 sources [Intel, NTT DOCOMO, Xiaomi, Interdigital, OPPO, CATT, ZTE, Lenovo, MediaTek, Spreadtrum, Mavenir, Nokia, CMCC] observe that moderate/significant degradations are suffered under generalization Case 2:
· For deployment scenario#A is UMi & deployment scenario#B is UMa, 10 sources [MediaTek, Intel, NTT DOCOMO, Xiaomi, Interdigital, OPPO, CATT, Spreadtrum, Mavenir, Nokia] observe -1.69%~-21.1% degradation.
· For deployment scenario#A is UMa & deployment scenario#B is UMi, 9 sources [NTT DOCOMO, ZTE, InterDigital, CATT, Xiaomi, Intel, Spreadtrum, Nokia, Mavenir] observe -1.7%~-8.1% degradation.
· For deployment scenario#A is UMa & deployment scenario#B is InH, 3 sources [ZTE, Lenovo, Nokia] observe -1.74%~-31.6% degradation.
· If deployment scenario#A is InH & deployment scenario#B is Uma/UMi, significant performance degradations are observed under generalization Case 2:
· For deployment scenario#A is InH & deployment scenario#B is UMa, 5 sources [Huawei, CATT, Lenovo, ZTE, Nokia] observe -5.55%~ -27.7% degradation.
· For deployment scenario#A is InH & deployment scenario#B is UMi, 3 sources [vivo, ZTE, CMCC] observe -8.63%~-20% degradation.
· For generalization Case 3, generalized performance of the AI/ML model can be achieved (0%~-4% loss or positive gain) for deployment scenario#B subject to any of UMa, UMi, and InH, if the training dataset is constructed with data samples subject to multiple deployment scenarios including deployment scenario#B, as observed by 15 sources [CATT, Xiaomi, NTT DOCOMO, Interdigital, MediaTek, Futurewei, vivo, OPPO, Intel, Huawei, ZTE, Mavenir, Spreadtrum, Nokia, CMCC].
· Minor loss (0%~-1.6%) are observed by 15 sources [CATT, Xiaomi, NTT DOCOMO, Interdigital, MediaTek, Futurewei, vivo, OPPO, Intel, Huawei, ZTE, Mavenir, Spreadtrum, Nokia, CMCC].
· Moderate loss (-1.69%~-4%) are observed by 8 sources [Xiaomi, CATT, vivo, NTT DOCOMO, Intel, Mavenir, CMCC, Nokia].
· Positive gains are observed by 11 sources [ZTE, Interdigital, MediaTek, vivo, Intel, Xiaomi, Futurewei, CATT, Nokia, Futurewei, NTT DOCOMO].
· Note: Significant degradations of up to -6.7% are still observed by 2 sources [Intel, Xiaomi] for deployment scenario#B subject to UMa, and by 2 sources [Intel, CATT] for deployment scenario#B subject to UMi.
· Note: For generalization Case 2, if deployment scenario#A is UMi & deployment scenario#B is InH, 3 sources [vivo, ZTE, CMCC] observe different trends, where significant performance degradations of -27.8%~-32.86% are observed by [vivo, CMCC], while moderate performance degradations of -1.44%~-2.41% are observed by [ZTE].
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS in linear value for layer 1/2.
· Note: Results refer to Table 5.1 of R1-2308340

Observation    (Generalization across carrier frequencies)
For the generalization verification of AI/ML based CSI compression over various carrier frequencies, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain carrier frequency#B and applied for inference with a same carrier frequency#B,
· For generalization Case 2, generalized performance may be achieved in general
· If carrier frequency#A is 3.5/4GHz & carrier frequency#B is 2GHz, 3 sources [NTT DOCOMO, Nokia, MediaTek] observe generalized performance of less than -0.8% degradation.
· If carrier frequency#A is 2GHz & carrier frequency#B is 3.5/4GHz, 5 sources [NTT DOCOMO, Nokia, vivo, MediaTek, Ericsson] observe generalized performance of less than -1.06% degradation or positive gain.
· Note: 2 sources [Nokia, Ericsson] observe significant degradations up to -6.6%.
· For generalization Case 3, generalized performance of the AI/ML model may be achieved (0%~-1.2% loss or positive gain) for carrier frequency#B subject to any of 2GHz and 3.5/4GHz, if the training dataset is constructed with data samples subject to multiple carrier frequencies including carrier frequency#B, as observed by 4 sources [NTT DOCOMO, Nokia, vivo, MediaTek].
· Minor loss (0%~-1.2%) are observed by 4 sources [Nokia, vivo, MediaTek, NTT DOCOMO].
· Positive gains are observed by 4 sources [NTT DOCOMO, Nokia, vivo, MediaTek].
· Note: Significant degradations of up to -4.9% are still observed by 1 source [Nokia] for carrier frequency#B subject to 3.5/4GHz
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS in linear value for layer 1.
· Antenna layouts are assumed as the same over the different frequency carriers.
· Note: Results refer to Table 5.2 of R1-2308340

Observation    (Generalization across number of tx ports)
For the scalability verification of AI/ML based CSI compression over various Tx port numbers, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain Tx port number#B and applied for inference with a same Tx port number#B,
· For generalization Case 2, significant performance degradations are observed in general, if Tx port number#A is 32 & Tx port number#B is 16, as -3.37%~-21.8% degradations are observed by 4 sources [OPPO, Fujitsu, ZTE, vivo]
· For generalization Case 3, generalized performance of the AI/ML model can be achieved (0%~-3.94% loss or positive gains) for Tx port number#B subject to any of 16 and 32, if the training dataset is constructed with data samples subject to multiple Tx port numbers including Tx port number#B, and an appropriate scalability solution is performed to scale the dimension of the AI/ML model, as observed by 9 sources [Huawei, OPPO, NTT DOCOMO, CATT, ZTE, Fujistu, Nokia, Mavenir, Qualcomm].
· Minor loss (0%~-1.6%) are observed by 8 sources [Huawei, OPPO, Fujistu, CATT, ZTE, NTT DOCOMO, Mavenir, Qualcomm].
· Moderate loss (-2.02%~ -3.94%) are observed by 4 sources [Nokia, CATT, NTT DOCOMO, Qualcomm].
· Positive gains are observed by 5 sources [OPPO, ZTE, Fujistu, CATT, NTT DOCOMO].
· Note: Significant degradations of up to -9.76% are still observed by 2 sources [CATT, Mavenir] for Tx port number#B subject to 32 ports, and for Tx port number#B subject to 16 ports
· Note: Pre/post-processing of truncation/padding is adopted by 6 sources [Huawei, OPPO, NTT DOCOMO, ZTE, Fujistu, Nokia], and adaptation layer in the AL/ML model is adopted by 1 source [CATT].
· Note: the above results are based on the following assumptions besides the assumptions of the agreed EVM table
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· The performance metric is SGCS in linear value for layer 1/2/3/4.
· Note: Results refer to Table 5.3 of R1-2308340

Observation    (Generalization across payload size)
For the scalability verification of AI/ML based CSI compression over various CSI payload sizes, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain CSI payload size#B and applied for inference with a same CSI payload size#B,
· For generalization Case 2, significant performance degradations are observed in general, as -5.3%~-14.7% degradations are observed by 2 sources [Ericsson, OPPO].
· Generalized performance of the AI/ML model can be achieved (-0%~-5.9%loss) under generalization Case 3 for the inference on CSI payload size#B, if the training dataset is constructed with data samples subject to multiple CSI payload sizes including CSI payload size#B, and an appropriate scalability solution is performed to scale the dimension of the AI/ML model, shown by 13 sources [Huawei, MediatTek, CMCC, Futurewei, CATT, Nokia, vivo, Ericsson, Fujistu, Xiaomi, NTT DOCOMO, OPPO, Qualcomm] (10 sources [Huawei, MediatTek, CMCC, Futurewei, CATT, Nokia, vivo, Ericsson, Fujistu, Xiaomi] showing -0%~-2.2% loss, 7 sources [OPPO, Nokia, NTT DOCOMO, CATT, MediaTek, Qulcomm, vivo] showing -2.3%~-5.9% loss, 5 sources [Ericsson, CATT, Qualcomm, vivo, NTT DOCOMO] showing positive gain). The scalability solution is adopted as follows:
· Pre/post-processing of truncation/padding, adopted by 6 sources [OPPO, Fujistu, CMCC, vivo, Xiaomi, Futurewei], showing -0% ~-5.9% loss or positive gain.
· Various quantization granularities, adopted by 1 source [Ericsson], showing -0.7% loss or positive gain.
· Adaptation layer in the AL/ML model, adopted by 6 sources [Huawei, Mediatek, Qualcomm, Nokia, NTT DOCOMO, CATT], showing -0%~-4.78% loss or positive gain.
· Note: Significant degradations of up to -14.22% are still observed by 2 sources [Xiaomi, CATT] for generalization Case 3.
· Note: the above results are based on the following assumptions
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· Input/output scalability dimension Case 3 is adopted: A pair of CSI generation part with scalable input/output dimensions and CSI reconstruction part with scalable output and/or input dimensions.
· The performance metric is SGCS in linear value for layer 1/2.
· Note: Results refer to Table 5.10 of R1-2308340
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