[bookmark: _Hlk146613237]3GPP TSG RAN WG1 #115	R1-2311940
Chicago, USA, November 13th – November 17th, 2023

Agenda item:		8.14.1
Source:	 	Lenovo
Title:		On general aspects of AI/ML framework 
Document for:		Discussion and decision
Introduction
In RAN1#114bis meeting, the functionality-based and model-ID-based life-cycle managements (LCM) were further discussed with the following agreements [1].
	Agreement
· Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.

Agreement
· For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.
· It doesn’t imply that additional conditions are necessarily specified 

Agreement
· Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. 
· Note: whether specification impact is needed is separate discussion

Agreement
· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.



[bookmark: OLE_LINK1]There are much more issues discussed during the meeting as summarized in the Feature Leader’s (FL’s) summary document[2]. In this contribution, we continue sharing our views on functionality-based and model-ID-based LCM frameworks.

[bookmark: _Toc100275784][bookmark: _Toc100275564][bookmark: _Toc100275785][bookmark: _Toc100275565][bookmark: _Toc100275786][bookmark: _Ref100589852]Discussion
Unified LCM framework
In RAN1#114bis, it was discussed to further study the same or similar procedures for both functionality-based and model-ID-based LCMs, based on the agreement in RAN1#113.
	[bookmark: _Hlk149573513][bookmark: _Hlk147956527][FL5] Proposal 9-2e
· Model identification and model-ID based signaling in a Functionality provides  model-level management by NW of UE-side and UE-part of two-sided models, which may provide benefits at least in the following scenarios:
· UE side models with model transfer
· Pairing of two-sided models
· [bookmark: _Hlk147956868][For aligned understanding between UE and NW on the NW-side additional conditions (e.g., scenario/configuration/site/dataset) at UE for scenario/configuration/site/dataset-specific AI/ML operations.]

RAN1#113
Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.



In general, we think the functionality-based LCM and Model-ID-based LCM on the UE side models have the same purpose, i.e., to manage the models, but different manageable units. According to the definitions, the manageable unit of functionality-based LCM is a set of configuration parameters of AI/ML-enabled Feature/FG, and the unit of model-ID-based LCM is an AI/ML model and the related configuration parameters of the applied AI/ML models. 
Observation 1: For UE-side models, functionality-based and model-ID-based LCM have the similar purpose, i.e., to manage the AI/ML models, with different manageable units:
· For functionality-based LCM, the manageable unit is a set of configuration parameters of AI/ML-enabled Feature/FG; 
· For model-ID-based LCM, the manageable unit is an AI/ML model and related configuration parameters of AI/ML-enabled Feature/FG.
Accordingly, there are three alternatives to apply the LCM: functionality-based LCM only, model-ID-based LCM only and joint functionality-based and model-ID-based LCM, which can benefit different kinds of AI/ML models applications as explained below.
· Alt.1: Functionality-based LCM only
With this approach, the manageable unit is ‘functionality’, which refers to an AI/ML-enabled Feature/FG enabled by configuration(s), and the configuration(s) is(are) supported based on conditions indicated by UE capability.
As illustrated in Figure 1, in each functionality, e.g., Functionality A, there are a set of configuration parameters and a set of application conditions for the supported AI/ML-based approaches. During functionality identification procedure, UE would report such information to NW for management.
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[bookmark: _Ref134634902]Figure 1 Manageable unit of functionality-based LCM: functionality
With this LCM, the deployed AI/ML models used for inference at UE is unseen by NW, since it is not necessary for NW to have knowledge of the deployed and current used models. NW can provide the assistance information for applicable functionality according to the configurations provided during identification procedure, and UE can select the model by itself. 
In this sense, the proprietary information of the models can be well protected, and this approach is beneficial for the single-side model, especially the model from local training.
Observation 2: Functionality-based LCM can well protect the deployed models’ proprietary structure and enable UE to automatically select model for current use, which is beneficial for the single-sided UE model without model transfer from NW.
· Alt.2: Model-ID-based LCM only
In this case, the manageable unit is ‘model’, whose description and application conditions are reported during model identification.
As illustrated in Figure 2, in each model, e.g., Model 1, there are corresponding descriptions, configurations and applicable conditions for the deployed AI/ML models. During model identification procedure, UE would report such information to NW for management.
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[bookmark: _Ref134634978]Figure 2 Manageable unit of model-ID-based LCM: model
With this LCM, the deployed AI/ML models (e.g., at least a descriptive representation) used for inference at UE is visible by NW, and NW can provide the assistance information, if needed, and operate the model directly. NW can select the model for activation, monitoring and de-activation. 
In this sense, the models’ information is well disclosed. This approach is beneficial for two-side model and single-side model with model transfer from NW.
Observation 3: Model-ID-based LCM can facilitate NW to directly operate the UE-sided and UE-part model, which is beneficial for two-side model and single-side UE model with model transfer from NW.
· Alt.3: Joint functionality-based and model-ID-based LCM
In this case, the manageable unit can be ‘model group’, identified by a ‘functionality’, whose descriptions, configurations, and application conditions are indicated in a hierarchical way, i.e., some in functionality identification and others are in individual model identification.
As illustrated in Figure 3, in each model, e.g., Model 1, there are corresponding descriptions, configurations and applicable conditions for the deployed AI/ML models. During model identification procedure, UE would report such information to NW for management. 
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[bookmark: _Ref134635000]Figure 3 Manageable unit of joint functionality/model-ID-based LCM: models grouped by functionality
With this LCM, the deployed AI/ML models used for inference at UE is visible by NW, and NW can provide the assistance information and operate the model directly as the same as Alt.2. The difference is the amount of information to collect and signaling to operate the model is less. 
In this sense, NW can select a group of models within a functionality for monitoring for example. This approach is beneficial for the two-side model and multiple models.
Observation 4: Joint functionality-based and model-ID-based LCM can facilitate NW with flexible signaling designs if there are multiple models with grouping, which is beneficial for two-sided models and single-side models with model transfer from NW.
Based on the observations above, all the alternatives above for the sub use cases with two-sided or single-sided model with/without model transfer from NW are summarized in Table 1.
[bookmark: _Ref142631361]Table 1 Manageable unit and benefits and functionality/Model-ID-based LCM
	LCM alternatives
	Manageable unit
	Benefits

	Alt.1: Functionality-based LCM only
	A set of configuration parameters of AI/ML-enabled Feature/FG
	Single-side model with local training

	Alt.2: Model-ID-based LCM only
	An AI/ML model and the related configuration parameters
	Two-side and single-side model with model transfer from NW

	Alt.3: Joint Functionality-based and Model-ID-based LCM
	An AI/ML model group and related configuration parameters
	Two-side model and multiple models


To facilitate the normative work, it is better to have a unified framework for functionality-based and model-ID-based LCM. According to the analysis on the benefits above, we suggest considering functionality-based LCM as the baseline scheme for all use cases in the following normative work and model-ID-based LCM is supported if needed.
Proposal 1: Select functionality-based LCM as the baseline scheme for all use cases, and model-ID-based LCM is supported if needed.
Functionality identification
We understand the configuration in the functionality definition is a set of system setting parameters indicated by RRC/LPP IE(s) for a specific sub use case with some pre-defined conditions to apply AI/ML approaches. Thus, during functionality identification procedure, the information could include the supported sub use cases with some configurations and/or the application conditions as illustrated in Figure 4.
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[bookmark: _Ref131277124]Figure 4 An illustration of functionality identification with relevant information shared
In this illustration, UE reports the AI/ML functionalities with relevant information, e.g., the application conditions to NW, which records the information and confirm the identification for further functionality-based LCM. According to the agreement, UE can report the applicable functionalities if the conditions are satisfied. After that, the functionality-based LCM can be applied in the following steps.
The information to be shared in the identification is illustrated in Table 2. For example, CSI prediction use case with some numbers of ports and beam prediction with some sizes of Set A/B.
[bookmark: _Ref134624697]Table 2 Potential configurations and application conditions for the AI/ML functionality per use case
	
	Potential configurations
	Potential application conditions

	CSI feedback compression
	· CSI resource configurations and CSI report configurations, e.g., # ports, # layers/ranks
· Quantization method
	· UMa, UMi, …
· Spatial angle spread
· SNR range


	CSI prediction
	· CSI resource configurations, and CSI report configurations e.g., # ports, periodicity
· Measurement/prediction window
	· UMa, UMi, …
· UE velocity range
· SNR range

	BM-Case1
	· CSI resource configurations, and CSI report configurations, e.g., Set B and Set A configurations
	· UMa, UMi, …
· SNR range

	BM-Case2
	· CSI resource configurations, and CSI report configurations, e.g., Set B and Set A configurations
· Measurement/prediction window
	· UMa, UMi, …
· UE velocity range

	Direct AI/ML positioning
	· PRS/SRS configurations
· Number of TRPs
	· UMa, UMi, …
· SNR range
· Applicable Area, e.g., zone, environment

	AI/ML-assisted positioning
	· PRS/SRS configurations
· Number of TRPs
	· UMa, UMi, …
· SNR range
· Applicable Area e.g., zone, environment


Thus, we suggest studying the detailed configurations of such features once the evaluation in each sub use case almost accomplished and in the normative stage. 
Proposal 2: The configuration of AI/ML-enabled Feature/FG for the functionality is a set of system settings parameters indicated by RRC/LPP IE(s), and the detailed configurations need to be studied per use case in the normative stage.
According to the agreements in RAN1#112bis-e, ‘FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level’, we think if the AI/ML approach is applied in some typical scenarios, it is necessary to introduce some indications on the application conditions, such as scenario ID, dataset ID, if NW can estimate such condition, e.g., SNR values, radio link types or channel statistic values.
Proposal 3: Study approaches to indicate the applicable conditions for AI/ML functionalities per sub use case to facilitate functionality-based LCM, e.g., SNR, radio link types or channel statistic values.
Model identification
A general model identification procedure for a UE-sided and/or UE-part of two-sided models is categorized as Type A and Type B1/B2 as illustrated in Figure 5. For Type A, the model is identified without air interface signaling, and for Type B1 and B2, the model is identified over air interface with initiator of either NW or UE.
[image: ]
[bookmark: _Ref126918448]Figure 5 Illustration of three model identification types, Type A, Type B1 and Type B2
The potential specification impacts and information to be shared over the air interface are discussed in following, including one-sided (UE-sided) models and two-sided models. 
Identification of UE-sided models
For one-sided (UE-sided) models, the main objective is to share the relevant information with NW during the identification procedure.
· Type A: Model is identified to NW and UE without over-the-air signaling
[image: ]
[bookmark: _Ref146568296]Figure 6 Illustration to indicate applicable models with identified model ID
For Type A, since the models on both sides are identified without over-the-air signaling, the model ID can be directly used for following model-ID-based LCM. For example, as illustrated in Figure 6, where the applicable models are reported using the model IDs.
· Type B1: Model is identified via over-the-air signaling, initiated by the UE
[image: ]
[bookmark: _Ref142488732]Figure 7 Illustration of signaling in model identification Type B1
For Type B1, the procedure would include model ID request initiated from UE and assignment from NW, together with the corresponding model description as illustrated in Figure 7. The basic procedure in this type could include:
1. UE requests for Model IDs on the local models, which can be realized via sending a request with some temporary ID and some model descriptions;
2. NW confirms the identification/registration, assigns the Model IDs to the request models and requests for the further potential other information.
After these steps, the model identification to assign Model ID and relevant information about the models, i.e., model description, has been aligned for future Model-ID-based LCM.
Proposal 4: Study the procedure during Type B1 model identification, e.g.:
- UE requests the model ID with corresponding model descriptions
- NW confirms and assigns a local model ID for the model.
· Type B2: Model is identified via over-the-air signaling, initiated by the NW
[image: ]
[bookmark: _Ref142488735]Figure 8 Illustration of signaling in model identification Type B2
For Type B2, the procedure would include model request initiated from UE and transfer from NW, together with the model ID and model description as illustrated in Figure 8. The basic procedure in this type can include:
1. UE requests for some AI/ML models for some applications, together with relevant requirements and its capabilities;
2. NW confirms the request and transfers the model with a Model ID together with the model description if needed.
After these steps, the model identification to assign Model ID and relevant information about the models, i.e., model description, has been aligned for future Model-ID-based LCM.
Proposal 5: Study the procedure during Type B2 model identification, e.g.:
- UE requests the models with relevant requirement and capabilities
- NW transfers the models with assigned model IDs together with the descriptions.
For Type B1 and B2, it is necessary to discuss what information need to be shared during the identification and whether they need to be specified in the standardization. Obviously, such model-related information regarding the AI/ML model needs to be discussed per sub use case.
Proposal 6: The model-related information, i.e., model description, to be shared during model identification needs to be discussed per sub use case.
Some common aspects can be considered in the model description for potential LCM operations, including the following information if applicable:
· AI/ML-enabled Feature(s), e.g., configurations and applicable conditions
· With this information, NW can decide when the AI/ML functionality can be activated and/or deactivated for inference.
· Properties of nominal model input/output, e.g., quantization format
· For the AI/ML approaches with input/output over the air interface, e.g., two-sided model, the properties of such data should be aligned.
· Assistance information, e.g., type of labeled data needed for monitoring
· The content and format of the data for monitoring and/or inference, which can be used for model monitoring once being triggered.
· Model complexity, e.g., FLOP, number of parameters
· With this information, NW can estimate the inference latency with some other information on the UE’s capability.
Note that the information shared during identification procedure should be enough to support all potential operations in LCM.
Proposal 7: Study the feasibility and values of the following values for all sub use cases as the information to be shared during model identification:
· AI/ML-enabled Feature(s), e.g., configurations and applicable conditions
· Properties of nominal model input/output, e.g., quantization format
· Assistance information, e.g., type of labeled data for monitoring
· Model complexity, e.g., FLOP, number of parameters 
Identification of two-sided models
For two-sided models, i.e., models used in CSI compression use case, during RAN1#114, we have discussed different options for creation of the pairing ID.
	Observation
In CSI compression using two-sided model use case, at least the following options have been proposed by companies to define the pairing information used to enable the UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the gNB: 
· Option 1: The pairing information is in the forms of the CSI reconstruction model ID that NW will use. 
· Option 2: The pairing information is in the forms of the CSI generation model ID that the UE will use. 
· Option 3: The pairing information is in the forms of the paired CSI generation model and CSI reconstruction model ID. 
· Option 4: The pairing information is in the forms of by the dataset ID during type 3 sequential training. 
· Option 5: The pairing information is in the forms of a training session ID to a prior training session (e.g., API) between NW and UE. 
· Option 6: The pairing information is up to UE/NW offline co-engineering alignment, transparent to 3GPP specification. 
· Note: the disclosure of the vendor information during the model pairing procedure and model identification procedure should be considered.
· Note: If each UE side model is compatible with all NW side model, the information is not needed for the UE. 
Note: Above does not imply there is a need for a central entity for defining/storing/maintaining the IDs.



Before we consider how to determine the steps for identification of two-sided models, we need to determine if the pairing information (determined using one of the above options) can be used to determine specific (physical) models or not. To elaborate, when we are, for example, using a pairing information, e.g., , does it show uniquely which (physical) model the UE-side and the NW-side should use. 
Alternatively, when we use pairing information,  , we can assume that the UE-side and NW-side, still have the flexibility of using a (physical) model that they find the best fit. For example, the UE might have several implementations of the encoder (for this particular ) with high/medium/low complexity that it wants to use for different battery levels. 
This difference is in fact similar to the discussion that we had for model/functionality identification where the second alternative is more aligned with functionality identification and the first view is aligned more with model identification.
Based on the previous discussion on model/functionality identification, at this point it seems necessary to include both options for identification of two-sided models.
[bookmark: _Toc146622192][bookmark: _Toc146622925]Proposal 8:  For identification of two-sided models, the pairing information can be of one of the following types: 
· [bookmark: _Toc146622193][bookmark: _Toc146622926]Type 1: The pairing information is determined such that it can uniquely identify the (physical) models used at the UE and the NW
· [bookmark: _Toc146622194][bookmark: _Toc146622927]Type 2: A single pairing information can be associated with different (physical) models (at the UE and the NW).  
Additionally, in RAN #114b we had the following agreements for ensuring consistency between training and inference models of the single-sided models.
	Agreement
For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.



The above agreement signifies that exchange of information regarding the additional conditions might be necessary to ensure the consistency between training and inference models. The same conclusion can be considered for the two-sided models meaning that that exchange of information regarding the additional conditions might be needed for selection of the compatible UE-part and NW-part of the model.
Based on this, we suggest the following proposal.
Proposal 9: To ensure consistency between the two parts of a two-sided model, regarding additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
- Model identification to achieve alignment on the UE-part and NW-part of the model. 
- Information and/or indication regarding the NW-side additional conditions and the UE-side additional conditions are exchanged between the UE and NW. 
- Other approaches are not precluded

Functionality/model validation for activation
To activate an AI/ML functionality/model for inference, it is necessary to assess the candidate functionalities/models, which was discussed in RAN1#114bis as summarized by FL[2]. 
	[FL5] Proposal 9-6b:
Define the following terminology:
· Model/functionality assessment: A procedure that assesses the performance of the AI/ML model/functionality on a certain scenario, configuration, site, or dataset before usage.
Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· FFS: feasibility of activating multiple models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring an AI/ML model(s) for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)
· Dataset delivery / RS configuration from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.
· The procedure and signaling for NW-side assessment/monitoring and UE-side assessment/monitoring.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.
Target performance may be aligned during model identification, in addition to any RAN4 tests.



A typical scheme to assess an inactive model/functionality is to activate the model/functionality and evaluate the performance via monitoring. Thus, the additional computing resources are needed, which needs to be considered. On the other hand, for the UE-side model/functionality, it is also necessary to consider which side initiates the assessment, either NW or UE, which means difference signal design in normative work. For the assessment/monitoring, the assistance information, e.g., ground truth, could be needed to evaluate the performance. Thus, we have the 
Proposal 10: Study the necessary of assessment of inactive models/functionalities to assist switching and selection, considering following aspects:
- Number of inactive models/functionalities to be concurrently assessed; 
- Network-initiated or UE-initiated;
- Assistance information needed for assessment.
Conclusion
In this contribution, we share our views on general aspects of AI/ML framework with following observations on Functionality-based LCM and Model-ID-based LCM: 
Observation 1: For UE-side models, functionality-based and model-ID-based LCM have the similar purpose, i.e., to manage the AI/ML models, with different manageable units:
· For functionality-based LCM, the manageable unit is a set of configuration parameters of AI/ML-enabled Feature/FG; 
· For model-ID-based LCM, the manageable unit is an AI/ML model and related configuration parameters of AI/ML-enabled Feature/FG.
Observation 2: Functionality-based LCM can well protect the deployed models’ proprietary structure and enable UE to automatically select model for current use, which is beneficial for the single-sided UE model without model transfer from NW.
Observation 3: Model-ID-based LCM can facilitate NW to directly operate the UE-sided and UE-part model, which is beneficial for two-side model and single-side UE model with model transfer from NW.
Observation 4: Joint functionality-based and model-ID-based LCM can facilitate NW with flexible signaling designs if there are multiple models with grouping, which is beneficial for two-sided models and single-side models with model transfer from NW.
And following proposals on general aspects of AI/ML framework: 
Proposal 1: Select functionality-based LCM as the baseline scheme for all use cases, and model-ID-based LCM is supported if needed.
Proposal 2: The configuration of AI/ML-enabled Feature/FG for the functionality is a set of system settings parameters indicated by RRC/LPP IE(s), and the detailed configurations need to be studied per use case in the normative stage.
Proposal 3: Study approaches to indicate the applicable conditions for AI/ML functionalities per sub use case to facilitate functionality-based LCM, e.g., SNR, radio link types or channel statistic values.
Proposal 4: Study the procedure during Type B1 model identification, e.g.:
- UE requests the model ID with corresponding model descriptions
- NW confirms and assigns a local model ID for the model.
Proposal 5: Study the procedure during Type B2 model identification, e.g.:
- UE requests the models with relevant requirement and capabilities
- NW transfers the models with assigned model IDs together with the descriptions.
Proposal 6: The model-related information, i.e., model description, to be shared during model identification needs to be discussed per sub use case.
Proposal 7: Study the feasibility and values of the following values for all sub use cases as the information to be shared during model identification:
· AI/ML-enabled Feature(s), e.g., configurations and applicable conditions
· Properties of nominal model input/output, e.g., quantization format
· Assistance information, e.g., type of labeled data for monitoring
· Model complexity, e.g., FLOP, number of parameters 
Proposal 8:  For identification of two-sided models, the pairing information can be of one of the following types: 
· Type 1: The pairing information is determined such that it can uniquely identify the (physical) models used at the UE and the NW
· Type 2: A single pairing information can be associated with different (physical) models (at the UE and the NW).  
Proposal 9: To ensure consistency between the two parts of a two-sided model, regarding additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
- Model identification to achieve alignment on the UE-part and NW-part of the model. 
- Information and/or indication regarding the NW-side additional conditions and the UE-side additional conditions are exchanged between the UE and NW. 
- Other approaches are not precluded
Proposal 10: Study the necessary of assessment of inactive models/functionalities to assist switching and selection, considering following aspects:
- Number of inactive models/functionalities to be concurrently assessed; 
- Network-initiated or UE-initiated;
- Assistance information needed for assessment.
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