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NW-side additional conditions
As suggested by the FL in RAN1#114-bis [1], the starting point for the RAN1#115 discussion will be the following agreement:

	Agreement
· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.



According to discussions at the previous meetings, additional conditions can be defined by variables/parameters/assumptions that are associated with the used AI/ML model(s). Some examples of the additional conditions are:
· Beam pattern
· Statistical data, e.g., delay spread, angular spread, LOS/NLOS information
· Quality data, e.g., SNR/SINR/RSRP/RSRQ
· Internal capabilities

The companies have made the following agreement during RAN1#114-bis [1] related to classification of the additional conditions:

	RAN1#114b Agreement
· Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. 
· Note: whether specification impact is needed is separate discussion



The given classification allows analyzing the additional conditions in a simpler structured way. The UE-side additional conditions more specifically might include speed information and unique UE capabilities relating to computing power, memory, battery, and hardware limitations. NW-side additional conditions may include site-related information, such as scenario/location, dataset, beam pattern or codebook information, etc. However, UE may have knowledge on some of these NW-side additional conditions, e.g., the scenario based on cell id or rough estimation of location information. The NW-side additional conditions might narrow down to very specific use cases.
Observation 1: UE may have knowledge on some of the NW-side additional conditions, e.g., the scenario based on cell id or rough estimation of location information.

Ensuring consistency between training and inference regarding NW-side additional conditions
In addition to the core agreement mention earlier, during RAN1#114-bis [1], companies had made progress in unifying two frameworks: Functionality LCM and Model-ID LCM and discussed the additional conditions in relation to the training of the model. The following agreements have been achieved:

	RAN1#114b Agreement
· Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.

RAN1#114b Agreement
· For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.
· It doesn’t imply that additional conditions are necessarily specified 



Addressing the options regarding NW-side additional conditions consistency, we would like to analyze them from the perspective of the training side, which can happen either at NW or UE. 
Training is performed at the NW-side
If training is conducted within the NW, it becomes important to consider the additional conditions under which the model has been trained. This aligns with the second option outlined in the agreement from RAN1#114-bis, where only one of the potential approaches listed applies to maintain consistency between training and inference with respect to NW-side additional conditions.
In the given case, NW performs training under the known NW-side additional conditions and transfers the AI/ML model to the UE along. It has to be noted that this approach comes along with a number of challenges. Firstly, the container for model transfer is still under discussion in RAN2, where not enough progress has been achieved so far. Secondly, model training at the NW side might also require knowledge on the UE-side additional conditions to ensure alignment of these. Furthermore, the model has to meet the UE’s hardware limitations to perform efficiently, which would bring even more overhead to the network. Lastly, model transfer from NW to UE for the purpose of inference at the UE side might be valid in very specific cases. For example, if the model must be frequently generated or updated/retuned by NW, this would naturally bring over-the-air signaling impact given the large size of the AI/ML models and their frequent periodicity. So, the feasibility and necessity of supporting model transfer is under question. 
Observation 2: For inference for the UE-side models, model training at NW and transfer to UE poses further challenges.
Training/ is performed at the UE-side
If training takes place at the UE-side, two potential approaches from the core agreement apply: 
· Model identification
· With assistance information
· Without assistance information
· Model monitoring 
· With assistance information
· Without assistance information
In case the alignment between training and inference regarding NW-side additional conditions is achieved implicitly via offline collaboration, there is no requirement for assistance information.
In the case where the NW-side additional information is provided to the UE for the purpose of training and inference, this collaboration can happen offline or over-the-air, i.e. with assistance information. 
In the first approach, the additional information might be presented in multiple ways, e.g., model id or dataset id or additional condition id. Importantly, no matter what name is applied, it would bring an aligned understanding between UE and NW on the NW-side additional conditions. Further, UE can train models specific to identification information and during the inference phase, the model can be indicated from NW by means of the model/dataset/additional condition id. In the flavor with assistance information, the NW-side additional conditions are signaled explicitly to the UE. 
Observation 3: For inference for the UE-side models, model identification can ensure consistency between training and inference under the NW-side additional conditions.
The second approach of model monitoring relates to monitoring of multiple models at the UE-side transparent to NW.  In this case, UE may autonomously monitor the performance of the inactive models or statistics of the input distribution to select the one that better matches the current additional condition. Especially, the monitoring of the performance of the inactive models might come along with higher power consumption at UE. In contrast to that, monitoring of the statistics of the input distribution requires significantly less power. The model performance monitoring approach does not require additional conditions information to be sent by NW during the inference phase in principle. However, the monitoring procedure can potentially be improved if assistance information on the NW-side additional conditions is provided.
Observation 4: For inference for the UE-side models, model monitoring can ensure consistency between training and inference under the NW-side additional conditions.
Combining our observations so far, our view is that model identification and model monitoring and management are the two most suitable approaches to ensure consistency in the NW-side additional conditions between training and inference:
Proposal 1: For inference for UE-side models, to ensure consistency between training and inference regarding the NW-side additional conditions, prioritize model identification and model monitoring and management.
· Note: the presence of assistance information can be a flavor of both.
Model monitoring and management
Companies had extensive discussions on the role and functionalities of model monitoring and management entities. As a result, there are a couple of relevant agreements that span several meetings:

	RAN1#112-bis-e Working Assumption
	Model selection
	The process of selecting an AI/ML model for activation among multiple models for the same AI/ML enabled feature.
Note: Model selection may or may not be carried out simultaneously with model activation



RAN1#113 Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.

RAN1#113 Agreement
For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:
· Assessment/Monitoring based on the additional conditions associated with the model/functionality
· Assessment/Monitoring based on input/output data distribution
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)
FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any.

RAN1#113 Agreement
Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.
Note: it does not preclude any existing solutions.

RAN1#114 Agreement
Conclude that applicable functionalities/models can be reported by UE.



The agreement on the NW-side additional conditions in RAN1#114-bis implicitly identifies as one of the main reasons for performance degradation of AI/ML models the mismatch between the properties of training data and the deployment environment (regarding NW-side additional conditions). The assumption is that: i) if a UE-side model is trained in a way that is aware of the NW-side additional conditions of the environment where the training data were collected (e.g., cell/area/dataset id, etc.); and ii) the related NW-side additional conditions are made available to the UE-side model during inference, then model performance should be at least comparable to the performance in the training data.
Unfortunately, things in real deployments are not that simple. First of all, environments can change; even if a cell/area/dataset id is used to align NW-side additional conditions between training and inference, the radio properties of an area can change for several reasons:
· There is a temporal effect (e.g., blockage, atmospheric conditions) and the propagation conditions have noticeably changed.
· There is a (significant) change in the area that has a pre-defined duration (e.g., it has been re-arranged for an event).
· There is a (significant) permanent change in the environment (e.g., a factory floor has been re-arranged).
To add to this, there are cases where the consistency between training and inference regarding NW-side additional conditions is not required or it is even not relevant. A simple example here comes from aspects of the discussion on model generalization in all AI/ML use cases (CSI compression/prediction, beam management and positioning) [2]:
· Training a (large) model using a mixed dataset: In this case, a vendor might decide to train a (large) generalizable model, including data collected under a plethora of (additional) conditions from several environments/areas/cells. Keeping the information of all (additional) conditions encountered during training might be futile, as such a model could be applied in a variety of cases during deployment, that do not necessarily match exactly the (additional) conditions of the training data.
· Applying a model even if not (all) training/inference additional conditions match: here, for example, a model trained using data from a specific cell/area, can be applied to different cells/areas (so under different NW-side additional conditions), but under similar UE-side additional conditions (e.g., LOS/NLOS, SNR or UE speed). 
Observation 5: There exist cases where consistency between training and inference regarding the NW-side additional conditions might not be required (e.g., when aiming for model generalization).
Finally, as discussed extensively in several previous meetings, some NW-side additional conditions might not be available, since they could reveal proprietary information (e.g., beam patterns).
Observation 6: There exist the NW-side additional conditions that cannot be shared during model training or inference, as they would reveal proprietary information.
Model monitoring and management is crucial especially when the deployment environment has changed and ensuring alignment in the NW-side additional conditions can no longer guarantee adequate performance. In our view, it can also assist in cases where the NW-side additional conditions cannot be aligned (e.g., due to proprietary reasons) or need not align (e.g., to enable model generalizability). 
Proposal 2: Functionality/model monitoring and management is utilized to select a suitable functionality/model, when additional conditions provided by the UE or the NW are not available during training/inference, or the environment has (temporarily or otherwise) changed.
In any case, the basic question is whether a supported AI/ML-enabled functionality/model could ensure the required level of performance. Proposal 9-6b from the FL Summary from RAN1#114-bis [1], regarding the assessment/monitoring of inactive functionalities/models, provides some starting points in this direction.


	Proposal 9-6b (RAN1#114b): Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· FFS: feasibility of activating multiple models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring an AI/ML model(s) for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)
· Dataset delivery / RS configuration from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.
· The procedure and signaling for NW-side assessment/monitoring and UE-side assessment/monitoring.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.
Target performance may be aligned during model identification, in addition to any RAN4 tests.


 
The first option proposed (“One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.”), as well as the first aspect proposed to be considered for further study or in the WI (“Configuring AI/ML model(s) for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)”), aim at determining the model that best matches the target environment properties (hence also the current additional condition(s)). These options can have several shortcomings:
1. Using inactive models in parallel and performing inference is computationally expensive for UE and can come along with higher power consumption at UE.
2. Determining if inactive model(s) are better than the active model, could require getting ground truth labels for monitoring purposes, especially in direct/assisted positioning.
3. If UE is in a sub-region or a set of conditions where more than one models can be applied, there is the chance/danger that we are stuck with constant model switching.
4. Using inactive models that perform the same task (so they can be activated under the same applicable conditions) but have different implementations (e.g., LSTM vs CNN, smaller/larger models, etc.) or belong to different functionalities (so might require different inputs) can be challenging.
Instead of using inactive model(s) for monitoring purpose, monitoring based on e.g., the similarity of the statistics of the input data to the training data can indicate whether a model matches the current (unknown) additional conditions, i.e., it would perform adequately in the current environment. 
Still, determining which models can be applicable in the current conditions is not the same as being able to estimate their expected performance levels. To achieve this, the collected monitoring data can be used to train an estimator that would be able to predict the performance of inactive model(s) in specific conditions or areas. 
Observation 7: An estimator can be trained from collected monitoring data to predict the expected performance of inactive AI/ML model(s) without explicitly using them for monitoring purpose and/or measuring the inference accuracy/system performance.
Looking at Figure 1, let’s assume that we have two areas (A and B), each with its own trained AI/ML model (models A and B respectively). Let’s further assume that sub-area B is more “challenging” compared to sub-area A and thus requires a more complex AI/ML model (e.g., for positioning or beam management). The UE has available an inactive (generic) model Z that can serve both areas, but has lower performance compared to the specialized (A and B) models. As a UE transitions from area A to area B, switching from model A to model B could come with associated cost as follows:
· UE/NW coordination overhead:
· If models A and B support the same functionality, model switching at the UE can be transparent to the network à low selection/activation/deactivation/switching cost.
· If models A and Model B support different functionalities (e.g., different Set A/ Set B for BM or different inputs and side information for positioning) à signaling between the UE and the NW is required to coordinate on the functionality switching.
· UE measurement/reporting overhead: for example, switching to Model B might require measuring more beams for both Set B and Set A in a BM use case.
· Inference latency and energy consumption: Model B could have a significantly larger number of parameters compared to model A.
· Overhead of model transfer: models A or B are not stored at the UE device. In this case, the models need to be downloaded from the NW or using the user plane, before activated.
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[bookmark: _Ref134985784]Figure 1 A functionality/model-switching scenario. Dashed lines indicate the applicability of the respective functionalities/models. 

Proposal 3: LCM shall introduce a cost associated with AI/ML functionality/model activation/deactivation/selection/switching. This cost can encapsulate, for example, the required overhead for measurement, signaling and coordination between UE and NW, as well as the complexity of the functionality/model to be activated.
Depending on the posed performance requirement, there might be no need to switch to a different functionality/model in case this switch incurs increased cost. Or, taking this argument a step further, if the non-AI/ML methods suffice, maybe the potential delay/effort to switch to AI/ML support [3] could be avoided.
Proposal 4: To monitor inactive AI/ML functionalities/models, use available monitoring data from previous functionality/model activations to estimate the expected benefit of activating or switching to the functionality/model. Consider both the expected performance/QoS the functionality/model will bring, as well as the expected cost due to selection/activation/deactivation/switching to the candidate functionality/model.

Conclusion
In this contribution, we have made the following observations:
Observation 1: UE may have knowledge on some of the NW-side additional conditions, e.g., the scenario based on cell id or rough estimation of location information.
Observation 2: For inference for UE-side models, model training at NW and transfer to UE poses further challenges.
Observation 3: For inference for UE-side models, model identification can ensure consistency between training and inference under the NW-side additional conditions.
Observation 4: For inference for UE-side models, model monitoring can ensure consistency between training and inference under the NW-side additional conditions.
Observation 5: There exist cases where consistency between training and inference regarding NW-side additional conditions might not be required (e.g., when aiming for model generalization).
Observation 6: There exist NW-side additional conditions that cannot be shared during model training or inference, as they would reveal proprietary information.
Observation 7: An estimator can be trained from collected monitoring data to predict the expected performance of inactive AI/ML model(s) without explicitly using them for monitoring purpose and/or measuring the inference accuracy/system performance.
Based on the above observations, we make the following proposals: 
Proposal 1: For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions, prioritize model identification and model monitoring and management.
· Note: the presence of assistance information can be a flavor of both.
Proposal 2: Functionality/model monitoring and management is utilized to select a suitable functionality/model, when additional conditions are not available during training/inference, or the environment has (temporarily or otherwise) changed.
Proposal 3: LCM shall introduce a cost associated with AI/ML functionality/model activation/deactivation/selection/switching. This cost can encapsulate, for example, the required overhead for measurement, signaling and coordination between UE and NW, as well as the complexity of the functionality/model to be activated.
Proposal 4: To monitor inactive AI/ML functionalities/models, use available monitoring data from previous functionality/model activations to estimate the expected benefit of activating or switching to the functionality/model. Consider both the expected performance/QoS the functionality/model will bring, as well as the expected cost due to selection/activation/deactivation/switching to the candidate functionality/model.
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