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Discussion
CSI Compression  
Analysis on Training Collaboration Types
At the RAN1 #114bis meeting, the tables [1] that aimed to summarize the pros and cons of various training collaboration types were examined. However, achieving consensus on specific items proved challenging. In this submission, we present our insights and analysis with the aim of helping facilitate the achievement of a final agreement. Accordingly, a concise summary of the advantages and disadvantages of different training collaboration types is provided in this subsection.
The following table captures the pros/cons of training collaboration types 1: 
		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary 
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (note 3)
	No (note 3)
	No (note 3)
	No (note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Flexible except for UE defined scenarios. 

Not flexible for UE defined scenarios unless UE assistance information is supported and available.  



	Flexible except for UE defined scenarios. 

Not Flexible for UE defined scenarios unless 
UE assistance information is supported and available. 

	Flexible except for NW defined scenarios. 

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  



	Flexible except for NW defined scenarios.

Not flexible for NW defined scenarios unless NW assistance information is supported and available.  




	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	
gNB: Yes
UE: less flexible compared to UE side
	gNB: No
UE: Yes

	UE: Yes
gNB: less flexible compared to NW side

	Model update flexibility after deployment 
	Flexible only if UE supports the new structure 
	 
Flexible for parameter update
	Flexible
less flexible than Type 1 NW side
	Flexible for parameter update.
less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	UE side: infeasible
NW side: feasible
	UE side: infeasible
NW side: feasible
	UE side: feasible
NW side: infeasible
	UE side: feasible
NW side: infeasible

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes
	
Yes
Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843 (note x5)

	No
	No 

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)

	
No  
	


No     

	Yes
	Yes
Performance refers to observations in “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843 (note x5)

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	
Yes

	
Yes

	
No

	
No


	Extendibility: To train new NW-side model compatible with UE-side model in use
	

No

	

No

	

Yes

	

Yes


	Whether training data distribution can match the inference device
	
Limited

	
Limited

	
Yes
	
Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	

No for UE 
	

Yes 
	

No for NW
	

Yes

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations



Note 3: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information.
Note x3: Whether gNB/UE needs to maintain/store multiple CSI generation/reconstruction models respectively, is not discussed.
Note x4: For model inference, UE does not need to use multiple models from different NW vendors per cell. 
Note x5: 1 to many joint trainings is assumed.  

The table presented below outlines the pros and cons of training collaboration type 2 and type 3:
		      Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Whether model can be kept proprietary 
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)

	Whether require privacy-sensitive dataset sharing
	No (Note 3)
	No (Note3)
	No (Note 3)
	No (Note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	No consensus

	
No consensus

	[Semi] flexible except for UE defined scenarios. (note x1) 

[Semi] flexible for UE defined scenarios if UE assistance information is supported and available.  

	[Semi] flexible except for NW defined scenarios (note x1). 

[Semi] flexible for NW defined scenarios if NW assistance information is supported and available.  


	Whether gNB/device specific optimization is allowed
	Yes
	
Yes
	Yes
	Yes

	Model update flexibility after deployment (note 4)
	Not flexible

	
No consensus.
	Semi-flexible 

	Semi-flexible. 


	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
Feasible

	Feasible.  
	Feasible 

	Whether gNB can maintain/store a single/unified CSI reconstruction model over different UE vendors (note x3)

	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations
in “NW first training, 1 NW part model to 1 UE part model, same backbone”, and “NW first training, 1 NW part model to 1 UE part model, different backbones” of Section 6.2.2.5, TR38.843
	Yes. 
Performance refers to observations in “UE first training, M>1 UE part models to 1 NW part model” of Section 6.2.2.5, TR38.843

	Whether UE device can maintain/store a single/unified CSI generation model over different NW vendors (note x4)


	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” and “1 UE part model to N>1 NW part models” of Section 6.2.2.4, TR38.843
	Yes. Performance refers to observations in “1 NW part model to M>1 UE part models” of Section 6.2.2.4, TR38.843
	Performance refers to observations in “NW first training, 1 UE part model to N>1 NW part models” of Section 6.2.2.5, TR38.843
	Yes. Performance refers to observations in “UE first training, 1 NW part model to 1 UE part model, same backbone”, and “UE first training, 1 NW part model to 1 UE part model, different backbones”  of Section 6.2.2.5, TR38.843

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	Support 
	Support 
	
Not support (note x2)


	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	

Not Support
	Not support (note x2)
Support
(Note x6)

	Support

	Whether training data distribution can match the inference device
	No consensus

	Yes for UE-part model,
Limited for NW-part model.

	Limited

	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations



Note 1: Type 2 Sequential training assumes NW-first training, since Type 2 Sequential UE-first training would have similar pros/cons as Type 3 UE-first training.
Note 2: Assume information on model structure disclosed in training collaboration does not reveal proprietary information.
Note 3: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information.
Note x1: For this table, NW defined scenarios are scenarios with NW defined dataset categorization. UE defined scenarios are scenarios with UE defined dataset categorization. [Semi] means no consensus for including “semi”.
Note x2: extendibility can be achieved by combining different training collaboration type 3.
Note x3: Whether gNB/UE needs to maintain/store multiple CSI generation/reconstruction models respectively, is not discussed.
Note x4: For model inference, UE does not need to use multiple models from different NW vendors per cell.
Note x5: 1 to many joint trainings is assumed.
Note x6: extendibility can be achieved by resorting to collaboration type 3, assuming no changes in input-CSI dataset compared with one used for training of the NW-side model in use

Below, we provide a detailed analysis on the extendibility of collaboration Type 3, which has been marked in yellow (the relevant parts of the whole table per agreement at RAN1 #114-bis meeting have been introduced below for readers’ convenience).
		     Training types
Characteristics
	Type 3

	
	NW first
	 UE first

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Support 
	
Not support (note x2)


	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support (note x2)

	Support


Note x2: extendibility can be achieved by combining different training collaboration type 3.
Type 3 NW-first
The main question here is whether it is possible to train a new NW-side model compatible with the UE-side model in use.
Our answer to this question is yes, it can support. The reasoning behind it is as follows.
As illustrated in Figure 1, Type 3 NW-first separate training collaboration can be categorized into two cases, i.e., one based on the reference input-CSI dataset, the other based on the UE-vendor-provided input-CSI dataset, according to our previous contribution [3]. In [3] definition of reference (device-common) input-CSI dataset has been proposed as one way for the NW-side to acquire input-CSI-NW as below.
“Reference input-CSI dataset can be defined and agreed between UE-vendors, to reflect their device-specific features and at the same time to come up with reliable common input data to AIML encoder, which can be used by NW-vendors as input-CSI-NW for NW-first separate sequential training.”
An alternative to the reference dataset approach is relying on UE-vendor-providing (device-specific) input-CSI. As depicted in Figure 1, we come to the same conclusion for both cases. The analysis is provided for reference input-CSI dataset-based case (top subfigure in Figure 1), in which the same explanation can be applicable to UE-vendor-providing input-CSI based case (bottom subfigure) as well.
· Analysis: reference input-CSI dataset-based case
⓪ Based on reference input-CSI (which is denoted as [image: ], assuming widely accepted input-CSI that is channel eigenvector), gNB vendor(s) can train their proprietary decoder (CSI reconstruction) models with the assumption of the corresponding hypothetical encoder. Once training is complete, gNB vendor(s) should generate a training dataset which consists of tuples of (input-CSI, latent vector (output of hypothetical AI encoder at UE-side; raw value[footnoteRef:2] prior to quantization and/or de-quantized value)), which is denoted as [image: A black background with a black square

Description automatically generated with medium confidence] and [image: A black background with a black square

Description automatically generated with medium confidence] from gNB vendor 1 and 2, respectively. In this example depicted in Figure 1, two gNB vendors are considered with numerical identification value, i.e., 1 and 2. Note here that both training datasets have the identical input-CSI dataset ([image: A black background with a black square

Description automatically generated with medium confidence]), whereas its corresponding AI encoder output ([image: ]) can/should be different per gNB vendor, as each gNB vendor’s hypothetical encoder – decoder model is vendor-specific and proprietary. These training datasets are to be uploaded to a server for subsequent UE-side encoder model training. [2:  “Raw” latent vectors are needed for UE-side training, in case of NW-first separate training with raw data set sharing scheme [4].] 

① Based on gNB-vendor-provided training datasets, i.e., [image: A black background with a black square

Description automatically generated with medium confidence] and [image: A black background with a black square

Description automatically generated with medium confidence], UE-vendor needs to train its encoder, of which the architecture, model configuration, etc. can be different from gNB-vendors’ hypothetical encoder models. It is up to UE-vendor to train single common encoder which can cope with both gNB vendor 1 and 2, based on the mixed datasets or to develop two dedicated models (two different sets of model weights). In the illustrated example, common encoder model training[footnoteRef:3] has been assumed. [3:  Here, common encoder model training has been considered to make a fair comparison with UE-first case.] 

② In case of NW-side (for example at gNB-vendor 1) AI decoder model re-training and update, NW-side AI decoder can be trained in a stand-alone fashion with consideration of the previously trained AI encoder in use, so long as it does not incur any changes in input-CSI dataset ([image: A black background with a black square

Description automatically generated with medium confidence]) as used in the previous procedure ⓪. One plausible use case is to upgrade AI decoding model with additional layers or to an advanced architecture (CNN to TF transition for example), etc. AI decoder re-training/update can be done in a stand-alone fashion via Type 3 training collaboration using the training dataset, since its input and output pair set, i.e., [image: A black background with a black square

Description automatically generated with medium confidence], is well defined and readily available from procedure ⓪. We consider UE-side mode in use should remain unchanged – this implies no changes of relationship in [image: A black background with a black square

Description automatically generated with medium confidence], hence no changes in [image: A black background with a black square

Description automatically generated with medium confidence] for NW-side model re-training dataset. Eventually NW-side AI decoder model re-training can be done without run-time image or API of the AI encoder in place.
Note however that in case of any change in input-CSI dataset being involved with NW-side model re-training, e.g., due to radio propagation changes and/or device-specific changes[footnoteRef:4] in RFIC (impairment, non-linearity characteristics), channel estimation algorithm or SVD implementation, etc., gradient exchange based training may be required for NW-side model re-training exercise (UE-side-model-freeze and NW-side-model-training). Alternatively, the previously trained weights of the hypothetical AI encoder (from procedure ⓪; to be denoted as A’) can be used to generate training dataset, say [image: A black background with a black square

Description automatically generated with medium confidence], for subsequent NW-side decoder model re-training/update. This scheme would work in a similar fashion with NW-side model training phase of Type 3 UE-first separate training, without direct interaction with UE-side encoder model via API or runtime image for gradient exchange.  [4:  This is relevant to the UE-vendor-providing input-CSI based case (bottom subfigure of Figure 1).] 


Another scenario in which new NW-side model needs to be trained to be compatible with UE-side model in use is when a new gNB vendor is being introduced to the existing cell (Figure 2). As illustrated in Figure 2, training of the decoder model of the new gNB vendor is possible via Type 3 scheme, but this time it can be done in a UE-first fashion, rather than NW-first. As the primary mission in this case is to train a new decoder compatible with UE-side model in use, the already established (trained with the legacy gNB vendor(s)) encoder model should provide training dataset ( in Figure 2) for a “newbie” gNB vendor (gNB vendor 3 in Figure 2) such that its decoder model should be shaped in accordance with the existing encoder(s).
So, our table content change proposal is as follows:
Support (note x6)
Note x6: extendibility can be achieved by resorting to collaboration type 3, assuming no changes in input-CSI dataset compared with one used for training of the NW-side model in use
 






Figure 1. Model training extendibility case study for Type 3 NW-first


Figure 2. Model training extendibility case study for Type 3 NW-first (“new NW vendor in town”)
Type 3 UE-first 
Main question here is whether it is possible to train a new UE-side model compatible with the NW-side model in use.
Our answer to this question is no, it cannot support (retaining the same conclusion as #114-bis meeting). The reasoning behind it is as follows.
As illustrated in Figure 3, we consider two major use cases of training new UE-side model with NW-side model in use for Type 3 UE-first separate training collaboration, i.e., UE-side model update of the existing device (top subfigure), introduction of the new device (bottom subfigure). As depicted in Figure 3, we come to the same conclusion for both cases. Analysis is provided for the UE-side model update of the existing device case (top subfigure in Figure 3), in which the same explanation can be applicable to the introduction of the new device case (bottom subfigure) as well. For the sake of consistency and fair comparison with NW-first case, development of the common model (in this case common decoder at NW-side) is considered, which makes practical sense.
· Analysis: UE-side model update of the existing device case


⓪ UE-vendor A and B train their own AI encoders with the corresponding hypothetical AI decoders in mind. It is anticipated that UE modem/device vendors would not share their proprietary AI encoder details (nor associated hypothetical AI decoder details) with other UE modem/device vendors nor with NW-vendors. Once UE vendors complete their AI encoder training (together with hypothetical decoder), they generate training datasets (via the trained their own individual AI encoder models), i.e.,  and  from device vendor A and device vendor B, respectively, which are to be delivered to their counterpart NW-vendors for subsequent AI decoder (CSI reconstruction) model training at gNB-vendor. Note here that input-CSI from the individual device A ([image: A black background with a black square

Description automatically generated with medium confidence]) and that from device B ([image: A black background with a black square

Description automatically generated with medium confidence]) can show quite different characteristics even with the same radio propagation environment, as the device/UE-vendor specific features, e.g., RF impairment, non-linearity, channel estimation algorithm, SVD implementation, are reflected into input-CSI. We should also consider characteristics and distribution of the de-quantized latent vectors (output of the individual AI encoder with quantization being considered), i.e., [image: ] and [image: ], can be very different as they reflect underlining UE vendor proprietary AI encoder designs, and they are dependent on input-CSI as well.
① Based on the shared training datasets, gNB vendor 1 trains its own AI decoder model. In this example, it is assumed that gNB vendor 1 develops common AI decoder which can handle both device A encoder and device B encoder, rather than developing two dedicated decoder models. This can be achieved by training via a mixed dataset.
②③④ In case of UE-side (for example at device vendor B) AI encoder model re-training and update, UE-side AI encoder model itself cannot be trained with the previously trained AI decoder model at NW-side intact as long as Type 3 training collaboration principle is strictly followed. In our view, there are mainly two possible options for this case.
· Option1: stick to Type 3 training collaboration
· ② Update of the encoder model at device B (let’s denote it as B à B’) leads to AI model output change ([image: ]) for the identical input-CSI ([image: A black background with a black square

Description automatically generated with medium confidence]).
· 
In other words, ③ it incurs changes in training dataset  (especially [image: ]), which necessitates corresponding re-training of the associated NW-side AI decoder model (④).
· Note that in this case performance of the AI encoder at device A can be impacted due to its associated (common) AI decoder model re-training/update. This is side effect of the common decoder approach.
· Conclusion: so long as Type 3 training collaboration is hold, stand-alone UE-side model update cannot be done without changing the NW-side model in use.
· Option2: switch to Type 2 gradient exchange based scheme
· This option assumes that NW-side trained AI decoder model becomes available in terms of API or runtime image such that ENC B model update should be feasible by interacting with the frozen-DEC model during re-training phase.
· Here the question is about possible performance impact – the AI encoder B has been changed to encoder B’ whereas its associated DEC model is unchanged and fixed to the initially trained version B. What can be the maximum degree of encoder model update/change which would not affect the overall end-to-end performance while keeping the associated decoder model unchanged from the initial training phase?
In short, our table content change proposal is as follows (only with minor text update in note x2 for further clarification):
Not support (note x2)
Note x2: extendibility can be achieved by combining different training collaboration from type 3.

All-in-all, our table update proposal for type 3 can be found below.
		     Training types
Characteristics
	Type 3

	
	NW first
	 UE first

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Support 
	
Not support (note x2)


	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support (note x2)
Support
(note x6)
	Support


Note x2: extendibility can be achieved by combining different training collaboration from type 3.
Note x6: extendibility can be achieved by resorting to collaboration type 3, assuming no changes in input-CSI dataset compared with one used for training of the NW-side model in use




Figure 3. Model training extendibility case study for Type 3 UE-first
Recommendation on the Conclusion
During the course of this study, the CSI compression use case has been shown to provide sufficient performance gains over the legacy codebook (Rel-16 Type II) [5] such that normative work is warranted.  The important aspects of normative work would include at least a method for collecting data for training CSI compression models with sufficient resolution to provide accurate model training.  It has been shown that the data collection needs can be performed by extending the Rel-16 Type II codebook to a higher resolution [4][5] and codebook extension is a straightforward approach for this purpose. In addition to data collection, the models must also be monitored so that they provide adequate performance when operating.  Therefore, performance monitoring mechanisms must be provided with means to indicate actions to take when performance falls below an acceptable threshold. At minimum, the actions must include switching to a legacy CSI feedback mode until adequate performance with AI/ML-based CSI feedback can again be achieved.  Because CSI compression is a two-sided use case, the UE (encoder) and network (decoder) parts of the model must be compatible.  Therefore, a mechanism for pairing the encoder and decoder must be standardized to ensure compatibility between the two sides.  For model training, the analysis of training types favors Type 2 and Type 3 training over Type 1 training.  However, Type 3 NW-first training illustrates the most flexibility within Type 2 and Type 3 training.  NW-first training yields the simplest case for model switching, when needed, since it occurs in the UE during handoff rather than, in the case of UE-first training, in the gNB from UE-to-UE.  Finally, normative work should, as much as possible, reuse the existing CSI reporting framework for AI/ML-based CSI compression.  Therefore, we make the following proposal.
Proposal 1: Recommend the following normative work for the CSI compression use case: 
Specify compressed CSI reporting based on a two-sided ML model, considering the following:
· Assume offline model training with NW-first Type 3 separate training
· Define mechanisms to ensure compatibility between the UE and NW-sided parts of the two-sided model
· Ensure performance monitoring at the NW-side with possible assistance from the UE (if applicable)
· Actions based on performance monitoring are limited to fallback to legacy codebook CSI feedback
· Outline data collection procedures based on a higher resolution extension of the Rel-16 Type II codebook
· Enhance/reuse CSI measurement and reporting framework to support any LCM-related enhancements 
CSI Prediction  
Recommendation on the Conclusion
Performance results for the CSI prediction use case have also indicated throughput gains over legacy CSI reporting (nearest historical CSI) [5].  However, gains over conventional prediction using the Rel-18 MIMO evolution CSI prediction framework with conventional prediction methods are not as clear.  Therefore, there is a case for recommending normative work for AI/ML-based CSI prediction, but gains over conventional prediction are less certain.  Two alternative paths exist for AI/ML-based CSI prediction.  First, AI/ML-based CSI prediction could be implemented by vendors in a specification-transparent manner using the Rel-18 CSI prediction framework.  However, such an implementation would not have the support of data collection and performance monitoring procedures.  Performance monitoring and any switching between ML-based and conventional prediction would then be hidden from the network.  The second path is to proceed to normative work to support AI/ML-based CSI prediction and provide the necessary standards support.  Since a framework for CSI prediction now exists in Rel-18, AI/ML-based CSI prediction should reuse the Rel-18 MIMO evolution CSI prediction framework as much as possible, introducing enhancements only where needed to support ML-based prediction.  In addition, support for both data collection and performance monitoring should be specified. Performance monitoring would occur at the network side with any required assistance from the UE.  Therefore, we make the following proposal:
Proposal 2: Recommend the following normative work for the CSI prediction use case: 
Specify predicted CSI reporting based on a one-sided ML model at the UE, considering the following:
· Reuse/enhance Rel-18 MIMO evolution CSI prediction framework to support ML-predicted CSI feedback
· Ensure performance monitoring at the NW-side with possible assistance from the UE (if applicable) and incorporate the reuse of legacy CSI feedback
· Ensure accurate data collection procedures at the UE side
· Enhance/reuse CSI measurement and reporting framework to support any LCM-related enhancements 

Conclusion
In this contribution, we have discussed the details of CSI enhancement sub-use cases. Our proposals and observations can be found below.

Recommendation on the conclusion for CSI feedback compression:

Proposal 1: Recommend the following normative work for the CSI compression use case: 
Specify compressed CSI reporting based on a two-sided ML model, considering the following:
· Assume offline model training with NW-first Type 3 separate training
· Define mechanisms to ensure compatibility between the UE and NW-sided parts of the two-sided model
· Ensure performance monitoring at the NW-side with possible assistance from the UE (if applicable)
· Actions based on performance monitoring are limited to fallback to legacy codebook CSI feedback
· Outline data collection procedures based on a higher resolution extension of the Rel-16 Type II codebook
· Enhance/reuse CSI measurement and reporting framework to support any LCM-related enhancements 

Recommendation on the conclusion for CSI feedback prediction:

Proposal 2: Recommend the following normative work for the CSI prediction use case: 
Specify predicted CSI reporting based on a one-sided ML model at the UE, considering the following:
· Reuse/enhance Rel-18 MIMO evolution CSI prediction framework to support ML-predicted CSI feedback
· Ensure performance monitoring at the NW-side with possible assistance from the UE (if applicable) and incorporate the reuse of legacy CSI feedback
· Ensure accurate data collection procedures at the UE side
· Enhance/reuse CSI measurement and reporting framework to support any LCM-related enhancements 

References
[1] R1-2310317, “Final summary on other aspects of AI/ML for CSI enhancement,” Moderator (Apple), 3GPP TSG RAN WG1 #114-bis, October 2023.

	
	
	



image1.png




image2.png




image3.png




image4.png




image5.png
{(Z¢, (24)) }




image6.png




image7.png




image8.emf


image9.emf
Common 

ENC{1,2} model 

training

gNB vendor 1

gNB vendor 2

NW-side DEC1 

model training

(w/hypothetical 

ENC)

NW-side DEC2 

model training

(w/hypothetical 

ENC)

ENC training 

dataset sharing

༃

༄

Reference

Input-CSI-NW

༂�

༂�

Model Training & Update

based on existing encoders!

Type3 NW-first Separate Training

based on Reference (input-CSI) dataset

Dataset sharing not required


oleObject2.bin

image10.emf
Common 

ENC{1,2} model 

training

Device A

gNB vendor 1

gNB vendor 2

NW-side DEC1 

model training

(w/hypothetical 

ENC)

NW-side DEC2 

model training

(w/hypothetical 

ENC)

ENC training 

dataset sharing

༃

༄

༅

Input-CSI-UE 

generation

Input-CSI-UE

dataset sharing

༂�

༂�

Type3 NW-first Separate Training

based on UE-vendor provided input-CSI dataset

Model Training & Update

based on existing encoders!

༆

Dataset sharing not required


oleObject3.bin

image11.emf
Common 

ENC{1,2} model 

training

Device A

gNB vendor 1

gNB vendor 2

NW-side DEC1 

model training

(w/hypothetical 

ENC)

NW-side DEC2 

model training

(w/hypothetical 

ENC)

ENC training 

dataset sharing

༃

Reference

Input-CSI-NW

༂�

༂�

Model Training & Update

based on existing encoder(s)!

Type3 NW-first Separate Training

for initial training session

NEW NW VENDOR!

gNB vendor 3

NW-side DEC3 

model training

(w/existing trained 

ENC)

༄

DEC training

dataset sharing

Generate training dataset for 

new NW vendor͛s DEC 

training, based on previously 

trained ENC

New NW vendor training session:

in Type3 UE-first Separate Training 

fashion

༄

༂�༃

༅

�

༅�


Common ENC{1,2} model training
Device A
gNB vendor 1
gNB vendor 2
NW-side DEC1 model training (w/hypothetical ENC)
NW-side DEC2 model training (w/hypothetical ENC)
ENC training dataset sharing
①
Reference Input-CSI-NW
⓪
⓪
Model Training & Update based on existing encoder(s)!
Type3 NW-first Separate Training for initial training session
NEW NW VENDOR!
gNB vendor 3
NW-side DEC3 model training (w/existing trained ENC)
②
DEC training dataset sharing
Generate training dataset for new NW vendor’s DEC training, based on previously trained ENC
New NW vendor training session: in Type3 UE-first Separate Training fashion
②
⓪
①
③
③



image12.emf

oleObject5.bin

image13.emf

oleObject6.bin

image14.png




image15.png




image16.png




image17.png




image18.png
Zgtp — 124¢) p




image19.emf

oleObject7.bin

image20.png
Z,




image21.emf
ENCB model 

training

(w/hypothetical 

DEC)

Device B

ENCA model 

training

(w/hypothetical 

DEC)

Device A

gNB vendor 1

Common DEC{A,B} 

model training

༃

༅

DEC training

dataset sharing

༂�

༂�

༆

Common DEC{A,B}  DEC{A,B͛΃

model re-training

Model Update!

༄

Type3 UE-first Separate Training

(Model update of the existing device)

Model Re-training!

༂�

Type 2 Simultaneous 

(gradient exchange)

Opt1

Opt2


oleObject8.bin

image22.emf
ENCB model 

training

(w/hypothetical 

DEC)

Device B

ENCA model 

training

(w/hypothetical 

DEC)

Device A

gNB vendor 1

Common DEC{A,B} 

model training

༃

༄

༅

DEC training

dataset sharing

༂�

༂�

NEW DEVICE!

ENCC model 

training

༆

Common DEC{A,B}  DEC{A,B,C}

model re-training

Model Re-training!

༂�

Device C

Type 2 Simultaneous 

(gradient exchange)

Opt1

Opt2

Type3 UE-first Separate Training

(Introduction of new device)


oleObject9.bin

