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Discussion 
In this contribution, we discuss the remaining issues on the general aspects of AI/ML.  
[bookmark: _Hlk510705081]Summary
To discuss the remaining issues, we first use the following Table to summarize our understanding of the RAN1 agreements on functionality identification & LCM and model identification & model-ID-LCM. 
	Topic
	Most relevant RAN1 agreements (texts in Agreements) on the topic
	Comments/ any open points to finalize in the SI

	Functionality identification & Functionality-LCM
	For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.
Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
Conclude that applicable functionalities/models can be reported by UE. 
	Similar to any legacy NR feature supported in the past, which has UE-capability signaling and NW configuration to enable a feature, Rel-18 AI/ML sub-use cases can also be supported based on the functionality identification (UE-capability of reporting conditions and NW configurations based on that) and related functionality LCM procedures (very similar to activation/switching/deactivation/selections signaling supported in NR for legacy features).   
The remaining discussions on functionality identification and functionality-LCM are WI details of each sub-use case. 
Remaining issues for the SI: 
· TR needs some changes to clarify the details. 

	Model identification & model-ID-LCM
	Model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
Additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG. 
From RAN1 perspective, it is clarified that an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.​

	The main difference in existing definitions of functionality and model identification is that an identified model is associated with conditions and additional conditions whereas an identified functionality is associated mainly with conditions. 

Remaining issues for the SI: 
· Online model identification details to be clarified in SI. 
 
 

	Relationship between functionality-LCM and model-ID-LCM

	Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.

Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point. 
Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.
	Based on the agreements, if model-IDs are reported in the UE-capability, the functionality can consider model-ID as a configuration parameter within a functionality. 

Any model-level operations (Note: this is only logical model operations, such as two-sided model pairing and ensuring consistency related to the additional conditions) can be handled by the functionality-LCM procedures.

RAN1 did not fully discuss the details of online model identification. Therefore, whether model-ID can be reported in the UE-capability for that case was not discussed. 

Remaining issues for the SI: 
· Online model identification details to be clarified in SI. 
· whether model-ID reported in the UE-capability is also applicable for the online model identification case. 


	Additional condition related discussions 
	For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.

For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.
	Four different approaches were listed to resolve concerns on additional conditions. However, it should be noted that model transfer and assistance info related discussions are not well supported in the SI stage, and do not require any additional discussions. Also, the fourth option shall be considered as the main option as it can rely on the performance monitoring framework to resolve any concerns coming from additional conditions. 

Overall, we do not think there is any further discussion on each approach on handling additional conditions are needed in the SI. But the TR shall use aligned wording as details on additional conditions are differently captured in use-cases and different sections. 

Remaining issues for the SI: 
· TR needs some changes to clarify the details.



Online model identification
Related RAN1 agreement from RAN1 #114 meeting, 
	Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.



To define ways of handling online model identification, RAN1 #114-bis discussed the following FL proposal, 
	For model identification of UE-side or UE-part of two-sided models, the following sub-types have been identified for each of the model identification types. Further study relevant aspects, necessity, and specification impact (if any).
· Type A
· Used to identify a model developed offline, potentially via multi-vendor collaboration
· Type B1
· B1-1: Used to identify a model developed offline, potentially via multi-vendor collaboration (Same as Type A)
· [bookmark: _Hlk147959253]B1-2: Used to identify a model using specified list of parameters and candidate values.
· B1-3: Used to identify an updated UE-side/part model (e.g., via online training or finetuning inside UE) of a previously identified model via Type A or B1-1
· B1-4: Used to identify a model using NW-indicated time duration and regions (e.g., cells/PCIs/TRPs/tracking areas) 
· Type B2
· B2-1: Used along with model transfer from NW to UE
· B2-2: Used for NW to indicate data collection at UE. In this case, model ID is a logical ID (i.e., dataset ID) determined by NW and associated with the underlying conditions and additional conditions for the indicated data collection.



There are different ways to address online (logical) model identification, but some methods mentioned in the FL summary did not have clear steps or details. Here, we provide some analysis for at least some variants. We note that is some of the cases the identification procedure described applies within a Functionality or referring to a Functionality.
Option 1: Model identification via measurement or data collection configuration
As listed under B2-2 in the FL proposal, there were some discussions that model identification can be related to data collection procedures, for example, online model identification can be associated with a measurement configuration(s) or data collection related configuration (e.g., DL RS configuration) that is applicable to the UE. 
For online model identification purposes, the NW can configure each RS measurement configuration to carry an identifier or each data collection process to identify with an identifier that can be referred to by the UE for data collection categorization. Based on the DL RS receptions, the UE may collect data samples for each configuration or data collection process and the UE evaluates the data samples (or datasets) collected under each configuration or data collection process. The UE may monitor/assess the background ML models (or even train/update a model) and the UE can relate configurations or data collection process-related identifiers and report it back to the NW. It may be feasible to assume this reporting to carry a model ID where the UE’s can also report associated measurement configuration or data collection process identifiers that relate to the model ID. 

When the UE reports the model-ID(s) and information about how each of the model-ID is associated with one or more measurement configurations or data collection processes, the NW can relate the NW-side additional conditions (training assumptions of the UE-sided model) to NW assumptions used when transmitting DL RSs in the measurement configurations or data collection process. This allows implicitly relating model-ID with any assumptions on NW-sized additional conditions that are considered by the NW. 

In summary, the high-level steps of the model identification, supported by using measurement configurations or data collection processes, can be as follows, 
· The NW provides measurement or data collection process-related configurations (which may have identifiers e.g., in legacy RRC identifiers for CSI resource configurations, or unique identifiers) to a given ML-enabled feature supported by the UE. 
· The UE may use the DL RS measurements corresponding to the above configurations to identify any new models by assuming model training/assessment/monitoring at the UE side. If there are new models that can be identified based on the UE’s training/assessments/monitoring process, the UE can associate such a model with measurement or data collection-related configurations. 
· The UE reports a model ID for the new model associated with the measurement or data collection process-related configuration(s). The Model-ID can be a logical ID, or a classical fingerprint (with a fixed field size).  
· The NW receives the model-ID and the model-ID can be used for supporting the ML-enabled feature depending on LCM signaling.

Observation 1: For the case of online model identification based on measurement configuration(s) or data collection-related configuration(s), identifiers of the measurement configuration(s) or data collection-related configuration(s) can be reported as part of model ID to the NW. 
Option 2: Model identification when NW transfers UE-sided models.
As listed in B2-1, one method proposed as model identification was associated with the model transfer from the NW to the UE. In the model transfer process, the NW can assign a model ID for the model that is being transferred from the NW to the UE. Overall, this option is a very limited case where the NW trains a model for the UE, and the UE runs it when the model is transferred/delivered from the NW. 
In summary, the high-level steps of the model identification supported by NW to UE model transfer can be as follows, 
· The NW trains an ML model for a given ML-enabled feature supported by the UE. 
· The NW initiates the model transfer (for the given ML-enabled feature) towards the UE and assigns a Model ID for the model to be transferred. The Model-ID can be a logical ID, or a classical fingerprint (with a fixed field size). 
· The UE receives the ML model with the model-ID and the received ML model can be used when supporting the ML-enabled feature, and model-ID is used in the model ID-based LCM signaling.

Observation 2: If UE models get trained at the NW (not supported in RAN1), the NW can assign a model ID to identify the model associated with the model transfer during the model transfer process and that model ID can be used later in the LCM. 

Option 3: Model identification by referring to timestamps and cells/TRPs/area information.
As listed in B1-4, if a UE can assess/monitor the background ML models transparently at the UE, the UE can refer to such time duration(s)/time stamp(s) or time-related information to an ML model and use it as the information to share in the online model identification procedure. If the ML model is required to be identified at the NW, the UE just has to report time duration(s)/time stamp(s)/time-relation info with a model ID where UE sees that the model may be applicable to have good performance. The NW can refer to this time duration(s)/time stamp(s)/time-related info and derive the background NW assumptions (can be related to NW-side additional conditions assumed by the model training) to associate with the reported model ID. The NW can refer to such model-ID in the later stages, especially when model inference is handled in matching NW assumptions from the NW perspective. It should be feasible to configure, details of cells/TRPs/PCIs/Area information where the model identification time duration(s) are applicable. The UE can assume that the NW-sided assumptions (NW-sided additional conditions) for those cells/TRPs/PCIs/Area remain stable during the time duration(s) of model identification, and the UE may be able to select UE-model(s) that suit the observed NW-additional conditions for those cells/TRPs/PCIs/Area.
To make this more efficient, the NW can configure or indicate time durations, with associated cells/PCIs/TRPs/tracking areas, that are applicable for online model identification (this can also refer to model assessment/monitoring), where the NW and UE can refer to the assumptions that are used in those time durations/cells/PCIs/TRPs/tracking areas remain stable as possible (e.g., beam codebook used by the NW remain stable during a time duration). As the additional conditions associated with the NW-side remain stable during such time duration(s), the UE may be able to select UE-model(s) that suit the observed NW setting. Within the time duration for model identification defined by the NW, the UE can determine, monitor, and assess the applicability of the UE-sided ML model(s) for a given scenario, cell, or site-specific setting that the gNB plans to use for the ML feature. This option may be considered together with Option 1, which means measurement configurations may also be configured towards the UE. During or after the time duration(s) for model identification, the UE may report a model ID, additionally with applicable time duration(s)/stamp(s)/etc., as model identification. 
In summary, the high-level steps of the model identification Option 3, by referring to time-duration(s)/cell(s)/TRP(s)/PCI(s)/area information, 
· The NW configures/indicates model identification time duration(s), and associated cells/PCIs/TRPs/Area information, in which UE can assume stable assumptions for additional conditions.  
· The UE may assess/monitor ML model(s) that suit the indicated time-duration(s) for the associated cells/PCIs/TRPs/Area information. If there are new models that can be identified based on the UE’s assessments/monitoring process, the UE can associate such a model with time duration info and other related applicability information such as associated cells/TRPs/PCIs/Area info. 
· The UE reports a model ID for the new model with the associated time duration (s) and other related info on applicable cells/TRPs/PCIs/area info.   
· The NW receives the model-ID and the model-ID can be used for supporting the ML-enabled feature depending LCM signalling.

Observation 3: By fixing NW-sided assumptions in certain time durations, the UE gets more opportunity to evaluate background ML model performances to identify suitable ML modes (for the observed NW assumptions). Also, as the respective background additional conditions are known at the NW and UE, the time durations can also be referred to in the signaling to identify ML models. 
Observation 4: Reporting model-ID with associated time duration(s) and other details like associated Cell(s)/PCI(s)/TRP(s)/Area information allows NW to have a further understanding of ML model-related additional conditions. 
Overall, RAN1 can list different variants of model identification as listed in the above options. 
Proposal 1: RAN1 to consider the following options and high-level steps for online model identification. 
· Option 1: Model identification via measurement configurations (or via data collection configurations).
· The NW provides measurement configuration(s) or data collection-related configuration(s) that can be used for model identification. 
· measurement configuration(s) or data collection-related configuration(s) may have identifiers e.g., in legacy RRC identifiers for CSI resource configurations or unique identifiers. 
· The UE may use the measurements corresponding to the above configurations to identify the need for any new models by assuming model training/assessment/monitoring at the UE side. 
· The UE reports a model-ID to identify a new model that is associated with the measurement configuration(s) or data collection-related configuration(s) (e.g., identifiers associated with these configurations). 
· The NW and UE can refer to the model-ID for later stages of LCM signaling.
· Option 2: Model identification when NW transfers UE-sided models.
· The NW trains an ML model for a given ML-enabled feature supported by the UE. 
· The NW initiates the model transfer (for the given ML-enabled feature) towards the UE and assigns a Model-ID for the model. 
· The UE receives the ML model with the model-ID.
· The NW and UE can refer to the model-ID for later stages of LCM signalling.
· Option 3: Model identification referring to time duration(s)/timestamp(s) and cells/TRPs/area-related information.
· The NW provides time-duration(s), and other associated information such as cell(s)/TRP(s)/Area info(s) that can be used for model identification. 
· The UE identifies any new models by performing model assessment/monitoring for the provided time duration(s) and associated cell(s)/TRP(s)/Area Info(s). 
· The UE reports a model-ID to identify a new model and reports associated time-duration(s)/Cell(s)/TRP(s)/Area Info(s).
· The NW and UE can refer to the model-ID for later stages of LCM signalling.

Even in the case of the online model identification, functionality identification and LCM procedures are still applicable as the baseline operation of AI/ML enabled feature, i.e., the NW configurations (functionalities) are received at the UE, and the UE is expected to operate based on functionality-based LCM. More importantly, in most of the above options listed as online model identification, the model identification happens only after an initial UE attachment procedure and is often a UE-specific process. In other words, the online model identification happens after the UE capability reporting. Therefore, the model-ID-related procedures may not be feasible to handle within the functionality identification or functionality-based LCM (as new models can also be identified after functionality configuration). 
Proposal 2: For the case of online model identification for UE-side models and UE-part of two-sided models: 
· Model-ID may not be reported in the UE-capability; therefore, model-ID may not be included in a functionality. 
· If needed, a separate Model-ID-based LCM procedure can be considered. 

Updates to the TR & conclusions/recommendations
With this contribution, we provide several comments and edits to the TR 38.843 v1.1.0. Please refer to that in the attachment under this contribution. 
Proposal 3: Consider the text proposals in the attached TR 38.843 v1.1.0 to clarify the details on AI/ML general aspects in the TR.

Conclusion
In this contribution, we discuss further aspects related to AI/ML for Air-Interface, with the following observations and proposals. 

Observations

Observation 1: For the case of online model identification based on measurement configuration(s) or data collection-related configuration(s), identifiers of the measurement configuration(s) or data collection-related configuration(s) can be reported as part of model ID to the NW
Observation 2: If UE models get trained at the NW (not supported in RAN1), the NW can assign a model ID to identify the model associated with the model transfer during the model transfer process and that model ID can be used later in the LCM. 
Observation 3: By fixing NW-sided assumptions in certain time durations, the UE gets more opportunity to evaluate background ML model performances to identify suitable ML modes (for the observed NW assumptions). Also, as the respective background additional conditions are known at the NW and UE, the time durations can also be referred to in the signaling to identify ML models. 
Observation 4: Reporting model-ID with associated time duration(s) and other details like associated Cell(s)/PCI(s)/TRP(s)/Area information allows NW to have a further understanding of ML model-related additional conditions. 

Proposals

Proposal 1: RAN1 to consider the following options and high-level steps for online model identification. 
· Option 1: Model identification via measurement configurations (or via data collection configurations).
· The NW provides measurement configuration(s) or data collection-related configuration(s) that can be used for model identification. 
· measurement configuration(s) or data collection-related configuration(s) may have identifiers e.g., in legacy RRC identifiers for CSI resource configurations or unique identifiers. 
· The UE may use the measurements corresponding to the above configurations to identify the need for any new models by assuming model training/assessment/monitoring at the UE side. 
· The UE reports a model-ID to identify a new model that is associated with the measurement configuration(s) or data collection-related configuration(s) (e.g., identifiers associated with these configurations). 
· The NW and UE can refer to the model-ID for later stages of LCM signaling.
· Option 2: Model identification when NW transfers UE-sided models.
· The NW trains an ML model for a given ML-enabled feature supported by the UE. 
· The NW initiates the model transfer (for the given ML-enabled feature) towards the UE and assigns a Model-ID for the model. 
· The UE receives the ML model with the model-ID.
· The NW and UE can refer to the model-ID for later stages of LCM signalling.
· Option 3: Model identification referring to time duration(s)/timestamp(s) and cells/TRPs/area-related information.
· The NW provides time-duration(s), and other associated information such as cell(s)/TRP(s)/Area info(s) that can be used for model identification. 
· The UE identifies any new models by performing model assessment/monitoring for the provided time duration(s) and associated cell(s)/TRP(s)/Area Info(s). 
· The UE reports a model-ID to identify a new model and reports associated time-duration(s)/Cell(s)/TRP(s)/Area Info(s).
· The NW and UE can refer to the model-ID for later stages of LCM signalling.

Proposal 2: For the case of online model identification for UE-side models and UE-part of two-sided models: 
· Model-ID may not be reported in the UE-capability; therefore, model-ID may not be included in a functionality. 
· If needed, a separate Model-ID-based LCM procedure can be considered. 

Proposal 3: Consider the text proposals in the attached TR 38.843 v1.1.0 to clarify the details on general aspects in the TR.
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