[bookmark: _Hlk117841894][bookmark: _Hlk145670493][bookmark: OLE_LINK3]3GPP TSG RAN WG1 #115			R1-2311606
Chicago, USA, November 13th – November 17th, 2023

Source:	NTT DOCOMO, INC.
[bookmark: OLE_LINK8][bookmark: OLE_LINK9][bookmark: OLE_LINK21][bookmark: OLE_LINK22]Title:	Discussion on LS from SA2 on Rel-18 AI/ML for air interface
[bookmark: Source]Agenda Item:	5	
[bookmark: DocumentFor]Document for: 	Discussion and Decision
1. Introduction
RAN1 received LS from SA2 regarding Rel-18 AI/ML for air interface [1].
In this contribution, we discuss on contents in that LS.
In our view, the response to the SA2 question “whether there is any requirement for SA2 to support AI/ML for air interface and NG-RAN in RAN” is dependent on the decision on the options of training and validation location of UE side models.
The options and their implications are discussed in clause 2 and accordingly, the proposed response to SA2 question is concluded in clause 3.
2. Discussion on requirements for SA2 to support UE side model in AI/ML for air interface
In TR 38.843, three options are considered for the training location namely UE-side, NW-side, and neutral site. When UE side trains the model, one of possible training location could be AF managed by UE vendor. Since the hardware compatibility with UE side models can be taken into consideration, UE side model training at UE side is one promising scenario. However, given that compiling model(s) generalizable to all gNB deployments on UE device is not reasonable assumption due to UE storage and generalization difficulty, models need to be retrained over time to be adapted to changes in the environment and NW deployments. Considering that, supporting only the UE-side training location is not always the best solution because some gNB deployments are not known by UE side from proprietary aspects. 
Supporting only the neutral site option for training UE side models has limitations from the network operation point of view. Not only the volume of data that needs to be exposed to the neutral site (for model training and/or model validation) is an issue but also the privacy and security requirements of the MNO must be satisfied which may limit the usefulness of the exposed data.
Therefore, whereas UE-side or neutral site options can be options for the training locations of the ML models in some use-cases, the training location should not be restricted to these two options.
The third option of training location is the NW-side which is proposed to be considered as one of the supported options. From RAN1’s point of view, the NW-side training location can be any of the gNB or OAM or AF entities; however, each location may have a different specification impact from SA2’s point of view. In the case of training in gNB or OAM, it seems the impact on the core is minimal (if any); however, in the case of training the ML model by AF, these entities need training/validating data (that needs to be collected from the real field network) and also (at least a) mechanism(s) to deliver the model to the UE.
Considering the dependency of the ML model performance on the model structure and training/validation data, NW side (e.g., an operator) may need to customize the model for a specific deployment scenario (e.g., CSI prediction or beam management in harsh environments like industrial factories may need a ML model specifically trained for that deployment scenario); therefore, training/validating model in OAM or AF (owned by the MNO) by NW side should not be excluded from the training/validation location options. When these entities are considered as training/validation location, some dataset management framework to facilitate the training/validation may be beneficial to introduce CN architecture.
The cross-domain collaborative ML training is considered in WT-2 of SA2 SID. Whereas the RAN and UE aspects are out of the scope of this WT in Rel-19, this aspect can be considered in future releases to optimize network performance via jointly considering RAN and Core and using cross-domain collaborative training between RAN and Core. Therefore, it will be beneficial to support training/validation location in AF as an option and the dataset management framework to facilitate them, which paves the road for the future releases end-to-end AI/ML based solutions.
Proposal 1: The following requirements should be taken into consideration in SA2 study 
· Coordination with AI/ML framework introduced in RAN
· Supporting ML models training/validating data provisioning framework to AF 
· Supporting ML model delivery from AF to RAN and UE 

3. Conclusion
In the case of supporting training/validating the model in AF or CN entity which is recommended by this paper (and it needs to be confirmed by RAN2), there are several requirements to be addressed by CN. Based on that, we made the following proposal.
Proposal 1: The following requirements should be taken into consideration in SA2 study 
· Coordination with AI/ML framework introduced in RAN
· Supporting ML models training/validating data provisioning framework to AF
· Supporting ML model delivery from AF to RAN and UE 
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