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Introduction
In RANP#101, a decision was made to extend RAN1 study on AI/ML for NR air-interface in 4Q 2023. Remaining issues to be resolved in this period are captured below as indicated in the SR [1]:
	2.1.2	Remaining Open issues
· Complete General Framework (agenda 9.2.1):
· Further discussion and conclusion on functionality-based LCM and model-ID-based LCM, including model identification procedures
· Further discussion and conclusion on model delivery/transfer analysis
· Finalize CSI work (agenda 9.2.2.2):
· Two-sided model training type pro/cons analysis
· Data collection and performance  monitoring for both, one-sided and two-sided models, including ground-truth related and dataset delivery related aspects 
· Inference-related framework, e.g., CSI configuration, payload related aspects, quantization
· Two-sided model pairing mechanism
· Close the loop with RAN2 and RAN4 on any pertinent item:
· Finalize RAN2 LS reply (Part 2)
· Finalize TR: 
· Get notation uniform across use cases. 
· General Framework finalization incl. applicability of some of the agreements made for specific use cases to the general framework. 
· General clean-up, e.g., stating conclusion or lack of conclusion on a number of study areas.
· Conclusions and recommendations




In this contribution, we discuss the remaining issues on AI/ML framework. 

Discussion
Functionality-based and model-based LCM
In RAN1#114bis, the following agreements were made for this LCM topic.
	Agreement
· Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.
Agreement
· For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.
· It doesn’t imply that additional conditions are necessarily specified 
Agreement
· Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. 
· Note: whether specification impact is needed is separate discussion
Agreement
· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.



Regarding the last agreement related to methods for ensuring consistency between training and inference with respect to additional condition, the issue exists for the two-sided model as well. For the two-sided model, the listed four approaches are still valid in our view. Since AI/ML model can be trained by UE-side only, NW-side only, or both UE-side and NW-side for two-sided models, NW may need UE-side additional condition and/or UE may need NW-side additional condition, depending on training type and entity(ies). For example, it is possible that a training server can deliver trained model to both NW and UE. Therefore, the listed approaches can be revised for two-sided models as follows: 
Proposal #1: For inference for two-sided model, to ensure consistency between training and inference regarding NW-side and/or UE-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the additional condition between NW-side and UE-side
· Model transfer/delivery to UE and/or NW, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE and/or UE-side additional conditions is provided to NW
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Note: Other approaches are not precluded

Other LCM details are up to normative work discussion/decision, including which option to adopt to ensure consistency between training and inference regarding additional conditions. Detailed LCM signaling can be discussed/decided in WI phase, likely per use-case and likely led by RAN2. Since it was agreed that model-ID, if needed, can be used in Functionality, we propose the following conclusion for general recommendation for normative work.
Proposal #2: For LCM framework for AI/ML operation, the following aspects are recommended to be considered in normative work phase.
· Functionality-based LCM framework, including at least
· Functionality identification
· Applicable functionality update by UE
· Functionality (de)activation/switching by NW
· Performance monitoring
· For inference, consider method(s) to ensure consistency between training and inference regarding additional conditions
· Note1: detailed LCM signaling shall be discussed per use case during normative work 
· Note2: if needed, additional model ID signaling within Functionality can be further considered within Funtionality-based LCM framework.

Model transfer/delivery 
In RAN1#114, the following agreement and observation were made for model transfer/delivery.
	Agreement
· When a model of a known structure at UE (e.g., Case z4) is transferred from NW, the new model being identified (e.g., via Type B2) has the same structure as an previously identified model at the Network and UE
· Note: the need of model transfer will be discussed separately
Observation
· Model transfer/delivery of an unknown structure at UE has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.



For the completeness of this SI, it is better to draw some form of observation/conclusion on various options of model transfer/delivery, i.e. z1~z5. In our view, open-format based model transfer from NW to UE (i.e. z4 and z5) requires specified AI/ML model format in 3GPP which has quite large spec impact. However, feasibility of open-format based model transfer is doubtful since it requires revealing vendor-specific model optimization information to other vendors. In addition, it is unclear how can distinguish model structure and model parameter, e.g. for binary format model. Thus, we propose to capture practical challenges of open-format based model transfer from NW to UE as a form of observation in the TR.
Proposal #3: For model transfer/delivery options, practical challenges on sharing model information to other vendors can be captured as a form of observation in the TR for some model transfer options (e.g. z4, z5).
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Conclusion
In this contribution, the following proposals are provided.
Proposal #1: For inference for two models, to ensure consistency between training and inference regarding NW-side and/or UE-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the additional condition between NW-side and UE-side
· Model transfer/delivery to UE and/or NW, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE and/or UE-side additional conditions is provided to NW
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Note: Other approaches are not precluded
Proposal #2: For LCM framework for AI/ML operation, the following aspects are recommended to be considered in normative work phase.
· Functionality-based LCM framework, including at least
· Functionality identification
· Applicable functionality update by UE
· Functionality (de)activation/switch by NW
· Performance monitoring
· For inference, consider method(s) to ensure consistency between training and inference regarding additional conditions
· Note1: detailed LCM signaling shall be discussed per use case during normative work 
· Note2: if needed, additional model ID signaling within Functionality can be further considered within Funtionality-based LCM framework.
Proposal #3: For model transfer/delivery options, practical challenges on sharing model information to other vendors can be captured as a form of observation in the TR for some model transfer options (e.g. z4, z5).
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