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1 Introduction
In RAN1 #114bis meeting, general aspects of AI/ML framework were discussed including model identification/functionality identification, model transfer/delivery, performance monitoring and so on. 
In this contribution, we will continue discussing the remaining issues of life cycle management and share our consideration.  
2 Remaining issues of Life Cycle Management 
2.1 Data collection 

During last meeting, the concept of assistance information was clarified as follow
	Agreement

· For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.

· It doesn’t imply that additional conditions are necessarily specified 
Agreement

· Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. 

· Note: whether specification impact is needed is separate discussion



In addition, to ensure consistency between training and inference regarding NW-side additional conditions. Potential solutions were also studied as well.

	Agreement

· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 

· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side

· Model training at NW and transfer to UE, where the model has been trained under the additional condition

· Information and/or indication on NW-side additional conditions is provided to UE 

· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)

· Other approaches are not precluded

· Note: it does not deny the possibility that different approaches can achieve the same function.


Since the applicable scenario of one AI model highly depends on the training data and the additional condition of one AI model highly depends the condition when collecting the training data. Then additional condition acquisition may be needed during the data collection phase to categorize the specific application scenario. 
Proposal 1: Support acquisition of additional condition for training data collection. 
2.2 Functionality/model Identification
2.2.1 Relationship among feature, sub-use case, functionality, model 

During the discussion, several concepts were defined including AI/ML feature, AI/ML sub-use case, AI/ML functionality, AI/ML model and so on. While, the relationship for these concepts is not crystal clear. In this section, we will share our consideration. 
In our view, one feature could refer to one sub-use case. For the CSI enhancement and beam management, the concept is clear. For the CSI enhancement, we think CSI compression is one feature and the CSI prediction is another feature. For the beam management case, we consider spatial domain prediction is one feature and time domain prediction is another feature. 
While for the positioning, how to define the sub-use case should be aligned. One possible option is to consider the sub-use cases refer to direct AI-based positioning and indirect AI-based positioning. But for the indirect positioning, several different cases are included, e.g., ToA prediction, LOS/NLOS classification. Different cases may have different criteria for the functionality or model development. In addition, different procedure or signalling would be involved in different cases.  To facilitate the LCM procedure, it is better to adopt finer granularity for the feature definition in AI-based positioning use case. In our opinion, the feature or sub-use case can be defined based on the output of the AI model(s). For example, AI-based ToA prediction could be one AI/ML feature and the AI-based LOS/NLOS classification could be another feature. 

Proposal 2: one feature refers to one sub-use case. 

On the base of assumption that one feature refers to one sub-use case, the following relationship among feature, sub-use case, functionality and model can be figured out and the following figure is our understanding. It was agreed that one feature or sub-use case may support one or more than one functionalities and one functionality may have one or more than one models. On the other hand, depending on different implementation, one model may have good scalability capability or good generalization capability. In this case, one model could also support one or more than one functionalities. 
Proposal 3: One model could support one or more than one functionalities. 
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Figure 1 Example of relationship among feature, functionality and model
2.2.2 Remaining issue of Functionality identification / Functionality-based LCM 
During previous meeting, it was agreed that functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is (are) supported based on conditions indicated by UE capability. While which aspects should be specified as conditions of a Feature/FG for functionality vary in different use cases.  And it is also premature to discuss the constitution of functionality during the SI phase considering the detailed configuration parameters are not defined during the SI. Considering these aspects, we think this issue should be discussed per use case during the normative work phase. 
Proposal 4 ： Which aspects should be specified as conditions of a Feature/FG  for functionality will be discussed in each sub-use-case agenda during normative work. 
After the functionality identification, how to perform the functionality-based LCM is another remaining issue. Figure. 2 shows our consideration on the general procedure. After the functionality identification, network should identify which functionalities are applicable considering e.g., current channel condition, network interest and/or UE’s status. After figure out the applicable functionalities, network could perform the functionality selection and the functionality configuration.  After the functionality configuration, a step of functionality activation can be further considered, which is similar to the existing functionality configuration and activation confirmation such as SPS.  During the running the functionality, performance monitoring is ongoing. Based on the output of the performance monitoring, functionality or model switch/facllback/deactivation can be performed. For all the steps, performance monitoring may be always performed for the inactive functionalities or activated functionality to facilitate the operation in each step. In addition, in the real implementation, some steps can be merged as one. For example, step 1 and step 2 can be merged or step 2 and step 3 can be merged in different use cases. 
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Figure 2 General functionality-based LCM after functionality identification
Proposal 5: Consider the following steps / components for the functionality-based LCM 

· Step 1: Identify the applicable functionality 

· Step 2: Functionality selection and Functionality configuration 

· Step 3: Functionality activation

· Step 4: Functionality(model) switch/fallback/deactivation；
· Performance monitoring and functionality management for all the steps 
In step 1 to step 4, the knowledge of additional conditions (e.g., scenario, sites or data set) is helpful. In step 1, network could judge whether the functionality is applicable by comparing current scenario with the application scenario of this functionality.  In step 2 and step 3, the network could also select/configure/activate proper functionality for current scenario or site based the application condition of each functionality. In step 4, the network could also monitor the change of application condition, once the application condition doesn’t satisfy the additional condition of the activated functionality, functionality switch or fallback can be triggered. Although in step 1~step 4, only relying the monitoring the output of the activated or inactive functionalities without knowing additional conditions of the functionality could also work , it is not efficient. For example, in step 1 or step 2, the network may request UE to execute the inactive model(s) to obtain some output samples and then report the obtained output to network. This procedure would incur additional signalling, power consumption and latency.  While on the other hand,   if network know additional condition such as applicable scenario /site, network could carry out step 1~step 4 without or with less assistance from UE side. Considering this aspect, additional conditions report during functionality identification can be considered.  Likewise, on the UE side, multiple models may be defined for one specific functionality. One model may only target for specific application scenario or specific site. If UE side could acquire some information about current scenario or site from network could also aid the model selection or model switch. 
Observation 1: Additional conditions beneficial to functionality-LCM
Proposal 6: Support additional condition sharing for functionality LCM
· Additional condition of the functionality can be reported to network to facilitate the functionality management on UE side
· Network side additional condition could be provided to facilitate the model operation on UE side 
2.2.3 Remaining issues of Model identification/Model-ID based LCM  
During previous meeting, three types of model identification were figured out as shown below. Identifying the necessity of each model identification type and figure out the details are the remaining issues. 
	Agreement

For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).

· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling

· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 

· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 

· Type B1: 

· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification

· the model may be assigned with a model ID during the model identification
· FFS: details of steps

· Type B2: 

· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification

· the model may be assigned with a model ID during the model identification
· FFS: details of steps

· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.



For Type A, it can be applied to the case that model is developed on the UE side. UE vendor or chipset vendor could utilize this manner to identify the developed models with network, the detailed coordination procedure would be the discussion scope of other working groups. After model identification, each UE could just report the model ID of implemented models inside UE. 
For Type B1, it can be applied to similar scenario. But different from type A model identification, single UE rather than OTT server will perform the model identification. As for the details, there are two potential options. One option is that each UE would perform the model identification procedure, each UE identify the implemented models and then obtain the model ID. Another option is that only some designated UEs perform the model identification procedure. After obtaining the model ID of corresponding models, these UEs would forward this model ID to associated servers, and then servers could inform the corresponding model ID to UEs implemented with identified models. After this procedure, each UE with identified models could report the model ID of implemented models to network. For the first option, large signalling overhead and processing burden would be involved since each UE would perform the model identification. Since a large amount of UE share the same model, then the duplicated model identification is redundant. For the second option, some over-the-air signalling overhead would be involved as well. In addition, in this model identification type, more processing complexity would be involved in the UE side compared with type A model identification due to additional model ID feedback from designated  UEs to associated server and additional procedure to indicate corresponding model ID of implemented models from server to UEs with identified models. Accordingly, the latency would be expected to be large due to more interaction among different entities.
For Type B2, it can be applied to the case of model transfer/delivery from network to UE. The model identification and model transfer/delivery could be in the same procedure or separate procedure as shown in Figure 3. In the first option, model identification could be prerequisite for the model transfer/delivery. Network could firstly trigger the model identification procedure. During this procedure network could notify the meta information of the model and model ID. On the UE side, UE could determine whether to accept the model delivery/transfer based on its status. Once UE determine to accept the model delivery/transfer, UE could prepare for the reception of new model. Comparing these two possible options, we slightly prefer separate procedure for the model identification and model transfer/model delivery. In this case, UE could get the information of model to be delivered in advance and more flexibility is afforded to determine whether to accept the model. In addition, UE could also make preparation of the model reception in advance which is also more friendly to the UE implementation. 
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Figure 3 Relationship between model identification and model delivery/transfer
For all these three model identification types,  type A and type B1 mainly target for the scenario in which model is owned by UE and type B2 mainly target for the scenario where model is owned by the network. Type A and type B1 target similar scenario. Type B1 would incur more over-the-air signalling and more processing complexity/latency, the motivation to support type B1 model identification is weak. Considering the limited time left for this project, we suggest prioritize the discussion of type A model identification and type B1 model identification 
Proposal 7: Prioritize type A model identification and type B2 model identification 

During previous meeting, it was agreed UE could indicate the supported AI/ML model ID after the model identification. One remaining issue is to confirm the applicability to model identification type A, type B1 and type B2 as indicated below. 
	Agreement

Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.

· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report

· Note: model identification using capability report is not precluded for type B1 and type B2
Agreement

· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: Using a procedure other than UE capability report
· Note: The support and applicability of model identification Type A is a separate discussion.



Firstly, we think there is need to indicate the availability of supported models for all three model identification types. 
For type B1, no matter which option is utilized, at least for when UE performing model identification, network could know the availability of the model.  But for one specific model, the UE may only need to perform one time of  model identification, once the UE get the model ID, UE could report the model ID to indicate the availability of the model when the UE re-enter the network to enter to another new network. For type B2, network could deliver AI model to UE and network could know which UE may have the model. But after the UE receive the delivered model, additional processing is needed before the model is ready for usage. In this case, UE could also notify the availability of the model ready for usage via model ID report. In addition, after using the model, UE may store or remove this model. Then it is also necessary for the UE to report the availability of the model after model identification.  Then, as for the indication methods, indicating supported AI/ML model IDs in a UE capability report is applicable. 
Observation 2: 
· Report of the availability of AI model via model ID is necessary for all the model identification types. 

· Indicating supported AI/ML model IDs for a given AI/ML-enabled Feature/FG via a UE capability report is applicable to all model identification types 
Proposal 8: Apply report of supported model ID via a UE capability report to all the model identification types
2.2.4 Applicability of identification manners and LCM methods 
2.2.4.1 Applicability of functionality identification 
For the functionality identification, the main purpose is to align the understanding on certain AI-based functionality according to the terminology of functionality identification. From that sense, it seems the network or UE doesn’t need to know much detailed information about the AI model, e.g., how many AI models are deployed for this functionality or what’s the structure of the AI models or the size of the AI models on the other side. Hence, it can only be applied in the following case from our perspective

· AI model is owned by UE and network would be involved the LCM procedure (except model delivery) per functionality  

2.2.4.2 Applicability of model identification
According to the terminology, the purpose of the model identification is to enable both the network and UE to refer to the same AI model. In our understanding, compared with functionality identification, it is a kind of identification with finer granularity and it may be applied to the scenarios which require more information alignment. In that sense, at least in the following cases model identification is necessary. 
· Two-sided model

Several sub cases are possible in this case. One is joint training case. In this case, partial model delivery would happen.  In this case, information other than model functionality should be notified in the model identification procedure. For example, the size of the decoder. The second sub case is the separate training of two-sided model. Before the training, it is better to align some structure information during the model identification to make better pairing between the UE side model and the network side model. Even if the encoder and decoder are trained separately, when multiple encoders are prepared, model identification is also necessary to enable network get involved in some LCM procedure per encoder. 
· AI model is owned by UE and network would be involved the LCM procedure (except AI model delivery) per model

In this case, when multiple AI models are developed for one functionality and each AI model may be applied for specific condition. In this case, network may be responsible for the performance monitoring, AI model selection/ activation/deactivation per each model. Thus, network at least need to know the application condition for each AI model and assign model ID to facilitate the AI model activation/deactivation/switch/fallback. 

· AI model is owned by network and UE need to download the AI model from network 

In this case, model identification is also need to provide sufficient information to facilitate the model delivery. The information may include the size/complexity of AI model, application condition, and model representation format. 

Observation 3: Functionality identification can be applied in the following case 

· AI model is owned by UE and network would be involved the LCM procedure (except model delivery) per functionality  

Observation 4: model identification is necessary for the following cases 

· Two-sided model

· AI model is owned by UE and network would be involved the LCM procedure (except model delivery) per model 

· AI model is owned by network and UE need to download the AI model from network

Proposal 9: Both Functionality identification and model identification are supported 
2.2.4.3 Applicability of LCM methods
After the model / functionality identification, related functionality-based or model based LCM would be carried out. For the functionality identification, the LCM granularity can only be operated based on the functionality level. While for the model identification, since the model identification could refer to the supported functionalities, then performing functionality-based LCM is also possible. Since LCM contain multiple procedures such as configuration, switch/fallback, it is also possible that functionality-based operation can be applied for some procedures e.g., functionality configuration and model-level operation can be performed for other procedure, e.g., model switch. Considering these aspects, the application of identification manner and the LCM manner is summarized in Figure 4. 
Observation 5: 

· Functionality-based LCM is applicable for the case with functionality identification

· Both functionality-based LCM and model-based LCM are applicable for the case with model identification  
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Figure 4 Applicability of identification manner and the LCM manner
2.2.5 Indication of the additional condition 

Additional condition could assist categorizing the specific scenario/site/configuration for one AI model. And indication of additional condition is possible in the following cases 
· Training data collection to develop scenario/site/configuration specific AI model 
· Model identification to provide applicable scenario 
· Application scenario report to indicate the applicable scenario of the supported functionality 

· Monitoring/assessment of both active and inactive model/functionality by assessing whether the currently experienced additional condition consist with the additional condition for training
For the indication of additional condition in different cases, unified solution should be strived. 
Proposal 10: Unified indication mechanism of additional condition should be in all cases 
According to the definition of the additional condition achieved in RAN1#114bis, it is observed that additional condition may comprise two kinds of information as illustrated in Figure.5. The first kind of additional information is the specified configuration or information and the second information is information not specified e.g., some implementation aspects. For the first kind of additional condition, direct indication can be considered as baseline. While, the indication of second kind of additional condition needs careful design. 
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Figure 5 Illustration of condition and additional condition
One possible solution is just to define virtual category to abstract the implementation aspects and define virtual ID to indicate the potential setting of the implementation. While how to associate the virtual category with the real implementation and how to associate the virtual ID with the real implementation setting depends on vendors/operater’s design and is unknown by others. The following is one example. In specification, we could define multiple categories {Category 1, Category 2, … Category N} and M virtual ID is assigned for each category. For network A, Category 1 is associated with the beam pattern information, virtual IDs under Category 1 are associated with different beam pattern setting. While For network B, Category 1 can be associated with the TXRU virtualization and virtual IDs under Category 1 are associated with different TXRU virtualization settings. On the network side, when indicating the implementation-based additional condition, network only indicate the associated virtual category and virtual ID.  On the UE side, UE associate one AI model with virtual categories and virtual ID. When performing the model identification, UE could include the supported virtual category and virtual ID in the model description information. Or UE could compare the virtual category and virtual ID during inference and applicable virtual category and virtual ID of the model to check the consistency between inference and model. 
Proposal 11:  For the indication of additional condition, Virtual category and/virtual ID can be defined in specification while how to associate with the virtual category and/or virtual ID is up to implementation 
2.2.6 Processing time of functionality/model LCM  
For the model activation/deactivation/switch or fallback, some processing delay would be incurred. For example, if the UE is work on non-AI status and then network decides to activate one functionality or model, then the UE need to load related AI models from memory or the UE may re-start the AI processing related hardware. Then certain processing delay is possible. In addition, for different operations, maybe the processing delay is different. For example, the processing time to activate one AI model/functionality from non-AI status and the processing time of AI model switching may be different.  In our view, the processing delay should be studied as well. It would impact the interpretation on when the activation/switch/fallback command take effect between network and UE

Proposal 12: Study processing time for the AI model/AI functionality activation / deactivation / switch /fallback 
Specially, the switch of the functionality should be paid more attention due to different mapping between functionality and model as shown in the following Figure 6.  
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Figure 6 Different mapping between AI functionalities and AI models
Comparing these cases, the switch of functionality would cause the switch of model in Case 1 and Case 2, while for the switch of AI functionality would not result in the switch of AI model in Case 3. That is to say the processing delay may be smaller in Case 3. 

 In addition, for case 2, one functionality contains multiple AI models.  Then once one functionality is activated or switched, how many models should be loaded in to processing unit is one question. The following options are possible 

· Option 1: all related models are loaded in the processing unit. For this option, the processing time may be larger than that of case 1 and case 2 due to more models to be processed. Since AI model would also happen for one functionality, the switch of AI model within one functionality can be carried out transparently on UE side. 

· Option 2: only one of related models is loaded. The processing delay may be similar to that of case 1. While for the switch of AI models within one functionality on the UE side, it may not be supported in transparent way since processing time is incurred. 

Observation 6: The processing time of functionality switch may be different considering different mapping between AI functionality and AI model

Proposal 13: Consider different mapping between AI functionality and AI model when study the processing time of functionality switch 
2.3 Model Delivery/Transfer  
For  the model delivery/transfer, the following progress was achieved 
	Agreement in RAN1#112 meeting:

To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

Case

Model delivery/transfer

Model storage location

Training location

y

model delivery (if needed) over-the-top

Outside 3gpp Network

UE-side / NW-side / neutral site

z1

model transfer in proprietary format

3GPP Network

UE-side / neutral site

z2

model transfer in proprietary format

3GPP Network

NW-side

z3

model transfer in open format

3GPP Network

UE-side / neutral site

z4

model transfer in open format of a known model structure at UE

3GPP Network

NW-side

z5

model transfer in open format of an unknown model structure at UE

3GPP Network

NW-side

Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.

Note: The Case definition is NOT intended to introduce sub-levels of Level z.

Note: Other cases may be included further upon interest from companies.

Agreement

In model delivery/transfer Case z4, the “known model structure” means an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support.

In model delivery/transfer Case z5, the “unknown model structure” means any other model structure not covered in z4, including any model structure that is only partially known.
Observation

· Scenario/configuration specific (including site-specific configuration/channel conditions) models may provide performance benefits in some studied use cases (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites).

· At least, when UE has limitation to store all related models, model delivery/transfer, if feasible, to UE may be beneficial, at the cost of overhead/latency associated with model delivery/transfer.

· Note: On-device Finetuning/retraining, if feasible, of a single model may be an alternative to model delivery/transfer.
· Note: a single model may generalize well in some studied use cases. 

· Note: Model transfer/delivery to UE may also face challenges, e.g., proprietary issues /burdens in some scenarios
Observation

· Model transfer/delivery of an unknown structure at UE has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.




During previous meeting , general observation was achieved for model transfer/delivery. More detailed discussion and comparison should be further carried out to facilitate the RAN2 discussion and future WI scope determination. 
During the offline discussion of RAN1 #113 meeting, the following FL proposal 7-21b has been discussed. And we think it is a good starting point for further discussion. 

	FL proposal 7-21b
The following summarizes the use cases, benefits, challenges/requirements, and potential specification impact of model delivery/transfer Cases for UE-sided/part models. 

For the table, the baseline for comparison is

· Collaboration Level y, with model delivery from the UE-side server to UE
· The UE-side model is trained offline at the UE side. (The same is assumed for Cases z1 and z3.)
· The UE-part of the two-sided model is is trained offline at the UE-side, e.g. via sequential training. (The sameis assumed for Cases z1 and z3.)
· The trained model is quantized, compiled, and tested offline before use. (The sameis assumed for Cases z1 and z2.)

Benefits

Challenges / requirements

Potential specification impact 

y

-

-

-

Z1

B2
C1, C2, C8
S0
Z2

B2
C1, C2, C3, C9
S0, [S1]
Z3

B1, B2, B3
C1, C3, C4, C5, C6, C8
S0, S1

Z4

B1, B2, B3, B4
C3, C4, C5, C6, C7, C9

S0, S1

Z5

B1, B2, B3, B4
C3, C4, C5, C6, C7, C9, C10, C11

S0, S1, S2

Benefits (compared to Case y):

· B1: Shorter model parameter update timescale without requiring offline quantization, compiling, and testing

· B3: Flexibility for model structure update without offline co-engineering for two-sided models
· B4: Flexibility for model parameter update without offline co-engineering for two-sided models
Challenges and requirements:

· C1: Larger latency

· C2: Offline co-engineering efforts

· C3: Preservation of proprietary design

· Note: This may not be a concern if the model is widely known and does not involve any device-specific design decisions (such as number of layers, activation size, quantization, etc.) whose choice will constitute a design secret.
· C4: UE capability for accepting new parameters on an existing model structure, such as compiling (if needed), quantization, updating and running the model
· C5: Lack of performance guarantee and testability of an updated model prior to deployment, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model with the rest of the modem implementation.
· Note: Performance can be monitored after the model is deployed.

· C6: Specification effort for model delivery format for open format

· C7: Testability aspects

· C8: Lack of per cell or area optimization if dataset ID is not available
· C9: Full model optimization Potentially suboptimal performance of an updated model due to lack of testing fully developed modelmodel quantization optimization during training, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model.
· C10: Device specific optimization of the model structure
· C11: Device capability of running an unknown model structure
Potential specification impact:

· S0: Specification related to model transfer

· S1: Specification of model format for open-format model transfer

· S2: Flexible UE capability mechanism beyond model ID-based approach


Based on the above version during the offline discussion, we further make the following comment: 

Comment 1: For the model training, it can be performed on the network side or on the UE-side/neutral side. The observation on the pros and cons comparision is not exact the same. In this case, the comparison table can be split into two table. One is for the network-side training case and the other is for UE-side/neutral side training 
Comment 2: “Testing” is unclear and may lead to ambiguity on whether it is talking about RAN4 testing or other testing. “Offline compiling” may be enough. It can be updated as following:

· B1: Shorter model parameter update timescale due to not without requiring offline quantization, compiling and testing.

Comment 3: Benefits of the model structure update/model parameter update is common for both common for both one-sided model and two-sided model. B3/B4 should be decoupled with two-sided model 
· B3: Flexibility for model structure update without/with less offline co-engineering for two sided model. 

· B4: Flexibility for model parameter update without/with less offline co-engineering for two sided model.

Comment 4: Compared with level y, benefits of less difficulty for offline data exchange/exposure can be achieved in some model transfer cases. Then  The following additional benefits should be added considering dataset exchange flexibility.

· B_x: Less difficulty for offline training dataset exchange/exposure from network side to outside 3GPP network.
Comment 5: Compared with level y, benefits of less end-to-end model delivery can be achieved in some model transfer cases.
· B_y: Smaller end to end model delivery latency from model storage to UE and less requirement on user consent for delivering model in non-3GPP way or less requirement on device storage for storing models in device.

Comment 6: About C3, the wording design secret is ambiguous. If there is no device specific design decisions and the model is widely known, the challenge may not be concerns.

· C3: Preservation of proprietary design.

· Note: This may not be a concern if the model is widely known and does not involve any device-specific design decisions (such as number of layers, activation size, quantization, etc.) whose choice will constitute a design secret.

Comment 7: Accepting new parameters may not be a challenge if the model is compiled in a way that could be updated with new parameters. Re-compilation is also not needed.

· C4: UE capability for accepting new parameters on an existing model structure, such as compiling (if needed), quantization, updating and running the model

· Note1: This may not be a requirement for a properly implemented device with the flexibility to update the parameter of a model.

Comment 8: C5 and C9 are basically talking about the same thing: performance may not be 100% guaranteed without full awareness of the environment for UE to run the model at the UE side. Thus, these two should be combined.

Quantization alignment would resolve this concern since the model training entity would guarantee the performance after quantization. Moreover, the model performance can be monitored/assessed after the model is deployed. 

· C5: Lack of performance guarantee and testability of an updated model prior to deployment, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model with the rest of the modem implementation.

· Note1: This may not be a challenge if performance can be monitored/assessed after the model is deployed or RAN4 testing cases are properly designed. Proper implementation or alignment of quantization would also address this concern.
C9 should be deleted or combined with C5.

Comment 9: Level z1~z3 has larger timescale and more offline co-engineering than level y;

· C_x: Longer model update timescale and more coordination between network side and UE side/neutral site when the model training location (or offline compiling location) and model storage location are not on the same side;

Comment 10: C11 is unclear on “running an unknown model structure” and prefer the following update:

· C11: Device capability of running an unknown model structure converting an unknown structure into executable format.
Comment 11: S1 may not be needed for cases that 3GPP only specify ways to align model format. Furthermore, 3GPP seems already have similar mechanisms specified in other WGs.

· S1: specification of model format alignment for open-format model transfer

· Note1: 3GPP has similar mechanisms specified in other WG.

Comment 12: S2 is mainly targeting unknown model structure. Thus, S2 can be made clearer on this.

· S2: Flexible UE capability mechanism beyond model-ID based approach for executing a model with unknown structure.
Per the comments above, we propose to adopt the following observation for the further comparison among different model delivery/transfer schemes. 
Proposal 14 : 
· Observation on comparing z2/z4/z5 with level y with network side training.
	Network side Training
	Benefits
	Challenges / requirements
	Potential specification impact 

	y
	-
	-
	-

	z2
	B_x, B_y
	C3, C5, C_x
	S0, [S1]

	z4
	B1, B4, B_x, B_y
	C3, C4, C5
	S0, S1

	z5
	B1, B3, B4, B_x, B_y
	C3, C4, C5, C10, C11
	S0, S1, S2


· Observation on comparing z1/z3 with level y with UE side/neutral site training.
	UE side/neutral site Training
	Benefits
	Challenges / requirements
	Potential specification impact 

	y
	-
	-
	-

	z1
	B_y
	C_x
	S0

	z3
	B_y
	C3, C4, C5, C_x
	S0, S1


· Benefits: 

· B1: Shorter model parameter update timescale due to not without requiring offline quantization, compiling and testing.

· B3: Flexibility for model structure update without/with less offline co-engineering for two sided model. 

· B4: Flexibility for model parameter update without/with less offline co-engineering for two sided model.

· B_x: Less difficulty for offline training dataset exchange/exposure from network side to outside 3GPP network.
· B_y: Smaller end to end model delivery latency from model storage to UE and less requirement on user consent for delivering model in non-3GPP way or less requirement on device storage for storing models in device.

· Challenges and Requirements: 

· C3: Preservation of proprietary design.

· Note: This may not be a concern if the model is widely known and does not involve any device-specific design decisions (such as number of layers, activation size, quantization, etc.) whose choice will constitute a design secret.

· C4: UE capability for accepting new parameters on an existing model structure, such as compiling (if needed), quantization, updating and running the model

· Note1: This may not be a requirement for a properly implemented device with the flexibility to update the parameter of a model.

· C5: Lack of performance guarantee and testability of an updated model prior to deployment, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model with the rest of the modem implementation.

· Note1: This may not be a challenge if performance can be monitored/assessed after the model is deployed or RAN4 testing cases are properly designed. Proper implementation or alignment of quantization would also address this concern.
· C_x: Longer model update timescale and more coordination between network side and UE side/neutral site when the model training location (or offline compiling location) and model storage location are not on the same side;

· C10: Device specific optimization of the model structure.

· C11: Device capability of running an unknown model structure converting an unknown structure into executable format.
· Potential specification impact: 

· S0: Specification related to model transfer.

· S1: specification of model format alignment for open-format model transfer

· Note1: 3GPP has similar mechanisms specified in other WG.

· S2: Flexible UE capability mechanism beyond model-ID based approach for executing a model with unknown structure.
2.4 Performance monitoring 
During the previous meeting, the monitoring of the inactive model/functionality was discussed and the following progress was achieved during last meeting 

	Agreement

For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:

· Assessment/Monitoring based on the additional conditions associated with the model/functionality

· Assessment/Monitoring based on input/output data distribution

· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy

· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)

FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)

FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any.




For the necessity of monitoring of inactive model/functionalities, we could consider it from the following two aspects 

· For the switch from non-AI based operation to the AI-based operation: When the UE is operated based non-AI manner, then when to activate the AI-based operation and which functionality or model should be activated is one question. In this case, it is necessary to monitor the inactive model/functionality to assess whether the condition for activation is satisfied and which model/functionality is suitable. 

· For the switch between different AI functionalities/models: When UE is running one AI functionality or AI model but the performance of the active functionality or model degrades, then it is better to switch to another suitable AI functionality or AI model. The question is how to determine the target AI functionality/AI model. In this case, it is necessary to monitor the inactive model to determine the target AI functionality/AI model for switch. 

As for the detailed methods, the following solutions were discussed in previous meeting and we support it as the starting point. 

	Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:

· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring an AI/ML model for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)

· Dataset delivery from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.

· NW may provide performance criteria/preference for UE’s model selection.

· Other aspects are not precluded for further study or specification.


Proposal 15: Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:

· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring an AI/ML model for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)

· Dataset delivery from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.

· NW may provide performance criteria/preference for UE’s model selection.

· Other aspects are not precluded for further study or specification.

3 Conclusion
In this contribution, we have discussed the remaining issues of the AI framework and the following is summary of proposals and observation 
Proposal 1: Support acquisition of additional condition for training data collection. 

Proposal 2: one feature refers to one sub-use case. 

Proposal 3: One model could support one or more than one functionalities. 

Proposal 4 ： Which aspects should be specified as conditions of a Feature/FG  for functionality will be discussed in each sub-use-case agenda during normative work. 

Proposal 5: Consider the following steps / components for the functionality-based LCM 

· Step 1: Identify the applicable functionality 

· Step 2: Functionality selection and Functionality configuration 

· Step 3: Functionality activation

· Step 4: Functionality(model) switch/fallback/deactivation；
· Performance monitoring and functionality management for all the steps 
Proposal 6: Support additional condition sharing for functionality LCM

· Additional condition of the functionality can be reported to network to facilitate the functionality management on UE side

· Network side additional condition could be provided to facilitate the model operation on UE side 
Proposal 7: Prioritize type A model identification and type B2 model identification 

Proposal 8: Apply report of supported model ID via a UE capability report to all the model identification types

Proposal 9: Both Functionality identification and model identification are supported 

Proposal 10: Unified indication mechanism of additional condition should be in all cases 

Proposal 11:  For the indication of additional condition, Virtual category and/virtual ID can be defined in specification while how to associate with the virtual category and/or virtual ID is up to implementation 

Proposal 12: Study processing time for the AI model/AI functionality activation / deactivation / switch /fallback 

Proposal 13: Consider different mapping between AI functionality and AI model when study the processing time of functionality switch 

Proposal 14 : 

· Observation on comparing z2/z4/z5 with level y with network side training.
	Network side Training
	Benefits
	Challenges / requirements
	Potential specification impact 

	y
	-
	-
	-

	z2
	B_x, B_y
	C3, C5, C_x
	S0, [S1]

	z4
	B1, B4, B_x, B_y
	C3, C4, C5
	S0, S1

	z5
	B1, B3, B4, B_x, B_y
	C3, C4, C5, C10, C11
	S0, S1, S2


· Observation on comparing z1/z3 with level y with UE side/neutral site training.
	UE side/neutral site Training
	Benefits
	Challenges / requirements
	Potential specification impact 

	y
	-
	-
	-

	z1
	B_y
	C_x
	S0

	z3
	B_y
	C3, C4, C5, C_x
	S0, S1


· Benefits: 

· B1: Shorter model parameter update timescale due to not without requiring offline quantization, compiling and testing.

· B3: Flexibility for model structure update without/with less offline co-engineering for two sided model. 

· B4: Flexibility for model parameter update without/with less offline co-engineering for two sided model.

· B_x: Less difficulty for offline training dataset exchange/exposure from network side to outside 3GPP network.
· B_y: Smaller end to end model delivery latency from model storage to UE and less requirement on user consent for delivering model in non-3GPP way or less requirement on device storage for storing models in device.

· Challenges and Requirements: 

· C3: Preservation of proprietary design.

· Note: This may not be a concern if the model is widely known and does not involve any device-specific design decisions (such as number of layers, activation size, quantization, etc.) whose choice will constitute a design secret.

· C4: UE capability for accepting new parameters on an existing model structure, such as compiling (if needed), quantization, updating and running the model

· Note1: This may not be a requirement for a properly implemented device with the flexibility to update the parameter of a model.

· C5: Lack of performance guarantee and testability of an updated model prior to deployment, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model with the rest of the modem implementation.

· Note1: This may not be a challenge if performance can be monitored/assessed after the model is deployed or RAN4 testing cases are properly designed. Proper implementation or alignment of quantization would also address this concern.
· C_x: Longer model update timescale and more coordination between network side and UE side/neutral site when the model training location (or offline compiling location) and model storage location are not on the same side;

· C10: Device specific optimization of the model structure.

· C11: Device capability of running an unknown model structure converting an unknown structure into executable format.
· Potential specification impact: 

· S0: Specification related to model transfer.

· S1: specification of model format alignment for open-format model transfer

· Note1: 3GPP has similar mechanisms specified in other WG.

· S2: Flexible UE capability mechanism beyond model-ID based approach for executing a model with unknown structure.
Proposal 15: Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:

· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring an AI/ML model for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)

· Dataset delivery from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.

· NW may provide performance criteria/preference for UE’s model selection.

· Other aspects are not precluded for further study or specification.

Observation 1: Additional conditions beneficial to functionality-LCM

· Observation 2: 

· Report of the availability of AI model via model ID is necessary for all the model identification types. 

· Indicating supported AI/ML model IDs for a given AI/ML-enabled Feature/FG via a UE capability report is applicable to all model identification types 
Observation 3: Functionality identification can be applied in the following case 

· AI model is owned by UE and network would be involved the LCM procedure (except model delivery) per functionality  

Observation 4: model identification is necessary for the following cases 

· Two-sided model

· AI model is owned by UE and network would be involved the LCM procedure (except model delivery) per model 

· AI model is owned by network and UE need to download the AI model from network

Observation 5: 

· Functionality-based LCM is applicable for the case with functionality identification

· Both functionality-based LCM and model-based LCM are applicable for the case with model identification  

Observation 6: The processing time of functionality switch may be different considering different mapping between AI functionality and AI model
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