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1 Introduction
SA sent an LS to ask RAN1, RAN2, RAN3 and RAN to provide feedback on whether there is any requirement for SA to support AI/ML for air interface and NG-RAN in RAN. The details of the LS are copied as follows [1]. 
	1. Overall Description:

SA WG2 and TSG SA are discussing, in the context of the draft (not yet approved) rel.19 "SID on Core Network Enhanced Support for Artificial Intelligence (AI)/Machine Learning (ML)", the working task #1 as captured in S2-2310034 (endorsed as the baseline for further work at SA2#158), which is still undergoing discussion in SA2. 

The WT contains the following NOTE 

"Whether SA2 will study WT1 and the content of WT1 will depend on and follow RAN study and conclusions. WT1 and associated TUs will be revised to align to RAN study conclusions, when RAN reaches such conclusions."

SA WG2 is asking TSG RAN and RAN WGs (in TO above) to provide feedback on whether there is any requirement for SA2 to support AI/ML for air interface and NG-RAN in RAN. SA WG2 would like to ask for an answer at the latest by the December plenary meetings. 

2. Actions:

To RAN1, RAN2, RAN3, TSG RAN: 

ACTION: 
SA WG2 kindly asks RAN1, RAN2, RAN3 and TSG RAN to provide feedback on whether there is any requirement for SA2 to support AI/ML for air interface and NG-RAN in RAN. SA WG2 would like to ask for an answer at the latest by the December plenary meetings.




In this contribution, we will focus on the potential SA impact discussion from the perspective of AI/ML for air interface and share our reply 

2  Discussion

The SA LS is based on context of working task #1 captured in S2-2310034 [2]. In WT#1, several aspects are identified and we will carry out the discussion based on WT#1. 

· Discussion on  WT1.1 – Study enhancements to UE data collection framework
The first aspect which may involve SA work is data collection enhancement as illustrated below. 
	WT1.1 – Study enhancements to UE data collection framework. Study whether and how to enhance UE data collection framework to meet requirements for RAN AI support for air interface operation (for RAN). This includes identifying what benefit can be achieved from enhanced UE data collection for 5GC, and the potential impacts on the 5G framework, including potential enhancements to policy control. Regarding the radio related data collected from UE or RAN, e.g, channel status information and beam information, the WT will also discuss the data leakage from the operator's domain which should be avoided.


For data collection, RAN1 has discussed the collected content, data generation entities, typical data size per sample and the requirement for each LCM phase in each use case. More details can be referred in LS reply on data collection to RAN2 [3][4]. For CSI enhancement use case and beam management use case, the data generation entities and involved physical procedure are within RAN scope and no SA impact is observed. For positioning use case, LMF is identified to generate ground truth for the case with known PRU location or generate ground truth with quality indicator by using non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods (as highlighted in Red in the following agreements).  Since the operation of LMF may involve certain SA operation, whether there is SA impact for the data generation by LMF need to be assessed by SA. 
	Agreement

Regarding training data generation for AI/ML based positioning, 

· The following options of entity and mechanisms to generate ground truth label are identified

· At least PRU is identified to generate ground truth label for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)

· At least LMF with known PRU location is identified to generate ground truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)

· At least network entity with known PRU location is identified to generate ground truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)




	Agreement

Regarding ground truth label generation for AI/ML based positioning, the following options of entity to generate ground truth label are identified when beneficial and necessary (e.g., limited PRU availability) 

· UE with estimated/known location generates ground truth label and corresponding label quality indicator

· based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods

· At least for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)

· Network entity generates ground truth label and corresponding label quality indicator

· based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods 

· At least for UE-assisted/LMF-based positioning with LMF-side model (Case 2b),  NG-RAN node assisted positioning with gNB-side model (Case 3a) and NG-RAN node assisted positioning with LMF-side model (Case 3b)

· Note: user data privacy needs to be preserved




Proposal 1: From RAN1 perspective, 
· For CSI enhancement use case and beam management use case, no SA requirement on data collection enhancement is identified
· For AI-based positioning use case, whether there is SA impact on the data generation by LMF need to be assessed by SA
In RAN2, companies discussed possible data collection for network-sided model and UE-sided model. Several potential data collection solutions are figured out for comparison and discussion. Currently the following progress is achieved in RAN2. 
	Agreements on NW-side data collection

For CSI and beam management

1
For training of NW-side models, both gNB- and OAM-centric data collection are considered in the study.

2
For training of NW-side models, the gNB-centric data collection implies that the gNB configures the UE to initiate/terminate the data collection procedure.  To further study the details of the data collection configuration

3
For training of NW-side models, an OAM-centric data collection implies that the OAM provides the configuration (via the gNB) needed for the UE to initiate/terminate the data collection procedure. MDT framework can be considered.

4
Related to gNB-centric data collection for NW-side model training, RAN2 studies the potential impact on L3 signalling for the reporting of collected data, taking into account RAN1 further inputs/progress.

5
Related to OAM-centric data collection for NW-side model training, RAN2 studies the potential impact at on the MDT for connected mode, taking into account RAN1 further inputs/progress

Positioning


For LMF sided inference (case 2b, case 3b), RAN2 assumes LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.

8
For LMF sided performance monitoring, RAN2 assumes LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.


Up to now, the training data collection for positioning use case and the data collection for UE-sided model is still open. 
Proposal 2: For the data collection aspects other than data generation, whether there is SA impact depends on RAN2’s discussion 

· Discussion on  WT1.2 – Study 5GC support for AI/ML model and information sharing with the UE
The second aspect which may involve SA work is 5GC support for AI/ML model and information sharing with the UE as illustrated below. 

	WT1.2 – Study 5GC support for AI/ML model and information sharing with the UE. Study whether (and how) to support model transfer/delivery to the UE according to RAN1/RAN2 considerations, including potential enhancements to policy control. Whether and what entities or functions transfer the AI/ML model or information to the UE will be studied as part of the work. This WT will also discuss the data leakage from the operator's domain which should be avoided.


In RAN1 study, to facilitate the discussion, 6 model transfer categories are considered by considering different training location, model storage location and model format as illustrated in the following agreement. 

	Agreement in RAN1
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

Case

Model delivery/transfer

Model storage location

Training location

y

model delivery (if needed) over-the-top

Outside 3gpp Network

UE-side / NW-side / neutral site

z1

model transfer in proprietary format

3GPP Network

UE-side / neutral site

z2

model transfer in proprietary format

3GPP Network

NW-side

z3

model transfer in open format

3GPP Network

UE-side / neutral site

z4

model transfer in open format of a known model structure at UE

3GPP Network

NW-side

z5

model transfer in open format of an unknown model structure at UE

3GPP Network

NW-side

Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.

Note: The Case definition is NOT intended to introduce sub-levels of Level z.

Note: Other cases may be included further upon interest from companies.




In addition, RAN1 has discussed the necessity or benefits and the potential challenges of the model transfer/delivery. And the following is observed by RAN1. 
	Observation

· Scenario/configuration specific (including site-specific configuration/channel conditions) models may provide performance benefits in some studied use cases (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites).

· At least, when UE has limitation to store all related models, model delivery/transfer, if feasible, to UE may be beneficial, at the cost of overhead/latency associated with model delivery/transfer.

· Note: On-device Finetuning/retraining, if feasible, of a single model may be an alternative to model delivery/transfer.
· Note: a single model may generalize well in some studied use cases. 

· Note: Model transfer/delivery to UE may also face challenges, e.g., proprietary issues /burdens in some scenarios
Observation

· Model transfer/delivery of an unknown structure at UE has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.




In RAN2, multiple solutions are figured out for study by considering different model transfer/delivery scenarios. The potential solutions are summarized in the following agreement. 

	RAN2 Agreement

Aim to at least analyze the feasibility and benefits of model/transfer solutions based on the following: 

Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.

Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.

Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.

Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.

Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.

Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.

Solution 4: Server (e.g., OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g., transparent to 3GPP)

Split solution 4 to solution 4a and 4b:

- Solution 4a: OTT server can transfer/delivery AI/ML model(s) to UE (transparent to 3GPP).

- Solution 4b: OAM can transfer/delivery AI/ML model(s) to UE.




Currently, different model transfer/delivery representative scenarios are identified for discussion in RAN1 and possible model transfer/delivery solutions are under discussion in RAN2. But up to this meeting, there is no conclusion on whether to support model transfer/delivery and which cases or which solution would be supported.
In RAN1, it is observed that model transfer/delivery is beneficial to defeat the generation degradation in some use cases.  That is to say the necessity of the model transfer/delivery is verified in some cases.
For the representative scenarios under RAN1 discussion and possible involved transfer/delivery solutions under RAN2 discussion, at least for the following case and associated solution may involve SA work. 
· Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
· Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 4b: OAM can transfer/delivery AI/ML model(s) to UE.
At the first stage, the feasibility/necessity of the following solutions may need consulting SA. If some of them is to be specified, detailed normative work would also involve SA work. But on the other hand, further assessment by RAN2 and SA is needed. 

Proposal 3:

· For model transfer/delivery, the following cases and associated solutions may involve SA work
· Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
· Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 4b: OAM can transfer/delivery AI/ML model(s) to UE.
· Note: The above solutions are only potential solutions. It does not mean these solutions must to be supported in R19

· Further assessment by RAN2 and SA is needed 

· Discussion on WT1.3: Study whether and how to support the alignment of model identification and model management between SA2 and RAN.
	WT1.3: Study whether and how to support the alignment of model identification and model management between SA2 and RAN. Work will be based on the possible requirements defined by RAN1 and RAN2. 


Firstly, RAN1 has defined the two kinds of LCM. One is the functionality-based LCM including functionality identification and  functionality activation/deactivation/switch/fallback and etc. The other one is the model-based LCM including model identification and model activation/deactivation/switch/fallback and etc. Both functionality and model are related to one AI/ML feature. One AI/ML feature contains one or multiple functionalities. On functionality can be enabled by one or multiple AI models.

For the functionality identification, the following agreement was achieved in RAN1

	RAN1 Agreement

For UE-side models and UE-part of two-sided models:

· For AI/ML functionality identification

· Reuse legacy 3GPP framework of Features as a starting point for discussion.

· UE indicates supported functionalities/functionality for a given sub-use-case.

· UE capability reporting is taken as starting point.




For the model identification, the following agreement was made up to now 

	RAN1 Agreement

For UE-side models and UE-part of two-sided models:

· For AI/ML functionality identification

· Reuse legacy 3GPP framework of Features as a starting point for discussion.

· UE indicates supported functionalities/functionality for a given sub-use-case.

· UE capability reporting is taken as starting point.

RAN1 Agreement

For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).

· Type A: Model is identified to NW (if      applicable) and UE (if applicable) without over-the-air signaling

· The model may be assigned with a model ID during the model identification, which may be referred/used in       over-the-air signaling after model identification. 

· FFS: Spec impact to other WGs

· Type B: Model is identified via      over-the-air signaling, 

· Type B1: 

· Model identification initiated by the UE, and NW assists the remaining steps  (if any) of the model identification

· the  model may be assigned with a model ID during the model identification

· FFS:  details of steps

· Type B2: 

· Model   identification initiated by the NW, and UE responds (if applicable) for        the remaining steps (if any) of the model identification

· the  model may be assigned with a model ID during the model identification

· FFS: details of steps

· Note:      The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.

RAN1 Agreement

· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.

· FFS: Using a procedure other than UE capability report

· Note: The  support and applicability of model identification Type A is a separate discussion.


For both functionality/ model identification, RAN1 agrees existing UE capability framework serves as baseline to indicate UE’s supported functionalities/models. In our view, existing UE capability framework would also involve certain SA work. For example, some static UE capabilities are stored in AMF and gNB could acquire UE capability from AMF or some radio related UE capabilities are delivered via NAS signaling. 

Currently, RAN2 agrees UE AS capability in RRC is utilized to indicate UE's supported AI/ML enabled feature/FG for CSI and beam management use cases and positioning capability in LPP is utilized for positioning use case as indicated as follow. Whether the indication of supported functionalities or supported model also use the AS-based signaling or LPP-based signaling depends on RAN2’s discussion and confirmation. 
	RAN2 Agreements 

· The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG:

· For CSI and beam management use cases, it is indicated in UE AS capability in RRC (i.e., UECapabilityEnquiry/UECapabilityInformation). 

· For positioning use case, it is indicated in positioning capability in LPP.




Proposal 4: Whether the indication of supported functionality or supported model may have SA impact depends on RAN2’s further discussion 

RAN1 defines 3 model identification types.  For type A model identification, no over-the-air signaling is involved. In the discussion, some companies consider it can be achieved by coordination between OTT server and network. In this regard, potential impact on other WG may be involved. This situation is reflects in the FFS point (FFS: Spec impact to other WGs) of RAN1 agreement for type A model identification.  For this part, the feasibility and whether there is SA impact need to be assessed by SA.  For type B1 model identification and type B2 model identification, potential impact on other WG is not touched in the agreement. But for type B2 model identification, many companies consider it may be tied with model transfer/delivery during the discussion, the details needs further discussion in RAN1. It is noted that the 3 model identification types are under study. It does not mean all of them or part of them would be supported in R19.
Proposal 5:

· For model identification type A, the feasibility and whether there is SA impact need to be assessed by SA

· For model identification type B2, whether there is SA impact depends on RAN1 further discussion

One model is identified by model ID and RAN2 assumes that Model ID is unique “globally”.  How to achieve globality of the Model ID is FFS. Currently RAN2 figured out predefined/hard-coded global unique model ID or assigned global unique model ID via specific ID management node as starting point for further study as indicated in the following agreement. Whether the global model ID determination procedure have potential SA depends on RAN2’s further discussion and SA’s assessment. 
	RAN2 Agreements 
· Model ID can be used to identify model or models for the following LCM purposes:

model selection/activation/deactivation/switching (or identification, if that will be supported as a separate step).

(e.g. for so called “model ID based LCM”)

· If model transfer/delivery is supported, model ID can be used for model transfer/delivery LCM purpose. 

· How to achieve globality of the Model ID is FFS. 

Initial discussion in RAN2: the following global unique model ID definition directions can be considered as a starting point:

Direction1: Pre-defined/hard-coded global unique model ID 

Direction3: Assigned global unique model ID via specific ID management node.

Note: Other global unique model ID definition is not precluded.

Model ID structure, if any, is FFS



Proposal 6: Whether the global model ID determination procedure have potential SA depends on RAN2’s further discussion and SA’s assessment. 

· Discussion on WT1.5: Study whether and how to consider enhancements to LCS to support AI/ML based Positioning.

In RAN1 study, LMF is identified for the groundtuth generation as discussed for WT 1.1. In addition, LMF is also responsible for the performance monitoring in some cases as indicated in RAN1 agreement. 
	RAN1 Agreement

Regarding monitoring for AI/ML based positioning, at least the following entities are identified to derive monitoring metric

· UE at least for Case 1 and 2a (with UE-side model)

· gNB at least for Case 3a (with gNB-side model)

· LMF at least for Case 2b and 3b (with LMF-side model)

RAN1 Agreement

Regarding AI/ML model monitoring for AI/ML based positioning, the following entities are identified as candidates to derive monitoring metric in addition to entities from previous agreement

· LMF for Case 2a (with UE-side model) and Case 3a (with gNB-side model) at least when monitoring is based on provided ground truth label (or its approximation)



In addition, RAN2 has discussed the mapping between physical entities and functions. The following is the conclusion for AI-based positioning use case. 
	RAN2 Agreement

For Positioning accuracy enhancement:

Proposal 4: The Table 4 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for positioning with UE-side model (case 1 and 2a).
Table 4: The mapping of functions to physical entities for positioning with UE-side model (case 1 and 2a) 

Use case
AL/ML functions (if applicable)

Mapped entities

a)

Model training (offline training)

UE-side OTT server, UE, [FFS: LMF, OAM, CN]

b)

Model transfer/delivery
UE-side OTT server->UE, [FFS: LMF->UE, OAM->UE, CN->UE]

c)

Inference
UE
d)

Model/functionality monitoring
UE, LMF
e)

Model/functionality control (selection, (de)activation, switching, fallback)
UE if monitoring resides at UE, 

LMF if monitoring resides at UE or LMF
Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.

Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.

Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.

Note 4: Whether/how CN/LMF is to be involved may need to consult RAN3, SA2.

Proposal 5: The Table 5 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for positioning with LMF-side model (case 2b and 3b).
Table 5: The mapping of functions to entities for positioning with LMF-side model (case 2b and 3b) 

AL/ML functions (if applicable)

Mapped entities

a)

Model training (offline training)

LMF

b)

Model transfer/delivery
N/A

c)

Inference
LMF

d)

Model/functionality monitoring
LMF
e)

Model/functionality control (selection, (de)activation, switching, fallback)
LMF

Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.

Note 2: Whether/how LMF is to be involved may need to consult RAN3, SA2.

Proposal 6: The Table 6 can be used as starting point for discussion on mapping of AI/ML functions to physical entities for positioning with gNB-side model (case 3a).
Table 6: The mapping of AI/ML functions to entities for positioning with gNB-side model (case 3a) 

Use case
AL/ML functions (if applicable)

Mapped entities

a)

Model training (offline training)

gNB, OAM, [FFS: LMF]
b)

Model transfer/delivery
OAM->gNB, [FFS: LMF->gNB]

c)

Inference
gNB

d)

Model/functionality monitoring
gNB, [FFS: LMF]
e)

Model/functionality control (selection, (de)activation, switching, fallback)
gNB, [FFS: LMF]
Note 1: For a), only data collection part may be further discussed, how to perform the model training is up to implementation.

Note 2: For b), no model transfer/delivery is expected if the entity for model training and model inference is the same one.

Note 3: Whether/how OAM is to be involved may need to consult RAN3, SA5.

Note 4: Whether/how LMF is to be involved may need to consult RAN3, SA2.




According to the conclusion in RAN1 and RAN2, some new AI functions are mapped to LMF, SA need to assess whether/how LMF is to be involved.  Furthermore, OAM may also be involved in the model training. Whether/how OAM is to be involved also need SA’s assessment. Currently whether CN is to be involved is FFS in RAN2’s study. SA can also assess whether/how CN to be involved. 
Proposal 7: For AI-based positioning 
· Whether/how LMF to be involved to support new AI functions (e.g., training, model/functionality monitoring) need assessment from SA

· Whether/how OAM to be involved to support model training need assessment from SA

· Whether/how CN to be involved to support model training and model transfer/delivery need assessment from SA 
3 Conclusion
In this contribution, we discussed the potential SA impact for AI/ML in air interface from RAN1 perspective. The following proposal should be considered in the reply to SA LS. 
Proposal 1: From RAN1 perspective, 

· For CSI enhancement use case and beam management use case, no SA requirement on data collection enhancement is identified
· For AI-based positioning use case, whether there is SA impact on the data generation by LMF need to be assessed by SA

Proposal 2: For the data collection aspects other than data generation, whether there is SA impact depends on RAN2’s discussion 

Proposal 3:

· For model transfer/delivery, the following cases and associated solutions may involve SA work

· Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
· Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
· Solution 4b: OAM can transfer/delivery AI/ML model(s) to UE.
· Note: The above solutions are only potential solutions. It does not mean these solutions must to be supported in R19

· Further assessment by RAN2 and SA is needed 

Proposal 4: Whether the indication of supported functionality or supported model may have SA impact depends on RAN2’s further discussion 

Proposal 5:

· For model identification type A, the feasibility and whether there is SA impact need to be assessed by SA

· For model identification type B2, whether there is SA impact depends on RAN1 further discussion

Proposal 6: Whether the global model ID determination procedure have potential SA depends on RAN2’s further discussion and SA’s assessment. 

Proposal 7: For AI-based positioning 

· Whether/how LMF to be involved to support new AI functions (e.g., training, model/functionality monitoring) need assessment from SA

· Whether/how OAM to be involved to support model training need assessment from SA

· Whether/how CN to be involved to support model training and model transfer/delivery need assessment from SA 
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