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[bookmark: _Ref521334010]Introduction
Artificial Intelligence (AI) and Machine Learning (ML) are powerful in solving non-linear issues, and become one of the most popular research directions around the world. For wireless communication, AI/ML also attracts strong interest from academic circle, and already shows its capability in improving performance in many fields. 3GPP also finished an RAN3-led AI/ML study in Rel-17, in which AI/ML models are applied for better data collections in several typical use cases, including network energy saving, load balancing, and mobility optimization [1]. In Rel-18, a study item on AI/ML in RAN1 was approved [2], to investigate the support of AI/ML in physical layer other than implementation-based approaches.  Substantial progress was achieved on life cycle management (LCM), common methodology and KPIs, generalization and terminologies in RAN1 meetings [3][4][5][6][7][8][9][10][11]. 
In RAN#101, it was agreed to extend SI phase of AI/ML in 2023Q4, mainly for general framework discussions and CSI feedback specification impact discussions. In this contribution, we share our views on the remaining issues of general aspects of AI/ML framework, focusing on life cycle management aspects, RAN2-related aspects (UE capability report), and RAN4-related aspects. 
General AI/ML framework
[bookmark: _Ref142404041]Common LCM procedure
[bookmark: _Ref149566180]Additional conditions unknown at UE
The following agreements were achieved in RAN1#114bis [11].
	Agreement
· Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.
Agreement
· For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG.
· It doesn’t imply that additional conditions are necessarily specified 
Agreement
· Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. 
· Note: whether specification impact is needed is separate discussion
Agreement
· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.


During SI phase, as studied and simulated in each use case agenda, it is proven that NW-side additional condition will impact the performance of UE-side model. Examples could be, TxRU mapping at gNB (for CSI compression), beam shape pattern at gNB (for beam prediction), timing offset between TRPs (for positioning). Without careful handling of NW-side additional condition, UE-side model may even perform worse than non-AI/ML baseline approach. The necessity of consistency between training and inference regarding NW-side additional conditions for UE-side model should be confirmed.
Proposal 1:  Confirm the necessity of ensuring the consistency between training and inference regarding NW-side additional conditions for UE-side model.
For the identified candidates, we have the following analysis.
Table 1 How to ensure consistency between training and inference regarding NW-side additional conditions
	Approach
	How to achieve alignment
	Key points

	Model identification
	1. UE-side models are trained under known NW-side additional conditions, achieved via inter-vendor offline coordination. 
2. Identify models to network.
3. After UE reports supported model IDs, network indicates suitable model ID(s) associated to current network.
	· Offline co-engineering is needed for Type A model identification.
· Model identification is needed.

	Model transfer
	1. Network trains models via data collected by its own, i.e. under its specific NW-side additional condition.
2. Network transfers its model to UE for use within its coverage.
*Note: model delivery (transparent to 3GPP OTA signaling) should be able to achieve the same goal, while UE does not need to support model transfer.
	· UE needs to support model transfer.
· Offline co-engineering may still be needed for alignment of model structure (z4)

	Information/ indication 
	1. Network directly indicates its additional condition to UE, implicitly or explicitly.
2. UE chooses its model that aligned with network indication, based on the assumption that UE knows the NW-side conditions of its model(s).
	· Need to specify NW-side additional condition.
· Likely to expose NW-side proprietary implementation

	Performance monitoring
	1. Separate UE-side models are trained based on different NW-side additional condition assumptions, respectively. 
2. After accessing to network, UE or NW start performance assessment of all (or some) UE-side models, including active and inactive models.
3. For the model(s) that achieves the best performance, it can be roughly judged as ‘aligned NW-side additional condition’, and can be put into use.
	· May or may not have additional specification impact compared to ‘performance monitoring for active UE-side models’
· May need applicable model/functionality update


It can be seen that different approaches have different challenges and potential specification impacts. Furthermore, they may overlap with each other to some degree. An example is model identification Type B2 before model transfer to UE. As we are in SI phase we only need to align our understanding of each approach. Further study (including potential down-selection) can be pursued in WI phase.
Proposal 2: Further study following approaches for consistency of NW-side additional condition for UE-side model.
· Model identification, which relies on model identification procedure, report of supported model ID, and model ID indication. Offline coordination is needed for Type A model identification.
· Model transfer, which needs UE to support model transfer mechanism. Offline coordination may still be needed for aligning supported model structure at UE side (model transfer z4).
· Information/indication, which needs to specify NW-side additional condition, and has challenges on avoiding exposing NW-side proprietary implementation.
· Performance monitoring, which needs to assess/monitor the performance of active and inactive models at UE side. 
Additional conditions unknown at network
In section 2.1.1, we discuss the NW-side additional conditions unknown at UE. The following agreement was achieved in RAN1#114 [10].
	Agreement
Conclude that applicable functionalities/models can be reported by UE.


RAN2 also made the following agreement in RAN2#123bis [15] regarding additional condition. 
	Agreements 
1. The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG:
· For CSI and beam management use cases, it is indicated in UE AS capability in RRC (i.e., UECapabilityEnquiry/UECapabilityInformation). 
· For positioning use case, it is indicated in positioning capability in LPP.
2. RAN2 confirm that stage 3 details of AI/ML-enabled Feature/FG (e.g. granularity of Feature/FG) in legacy UE capability are postponed to discuss in the normative phase.
3. For additional condition reporting, the existing capability reporting framework cannot be used.  To report these conditions (if needed), UAI can be used as an example.  This can be defined and discussed in normative phase.   FSS signaling of additional conditions from network to UE 
4. Capture in the TR the reactive and proactive approaches, i.e., the UE reacts to NW’s configuration, or the UE proactively informs the NW of updates/changes to its supported models/functionalities.     Review the definition by email during TP review phase.  


Based on the progress in RAN1 and RAN2, Figure 1summarizes the current situation:
[image: ]
Figure 1 Current situation of condition and additional condition from UE-side
It is good to see that RAN1 and RAN2 have common consensus to some degree:
· Condition: for those can be specified and associated with UE capability, legacy UE capability report can be used as stating point. 
· Other reporting way is still possible, e.g. UAI.
· Additional condition:
· Specified but NOT associated with UE capability: such kind of additional condition may be reported in a more dynamic way, e.g. UAI. 
· Unspecified: such kind of additional condition can only be exchanged or aligned with implicit methods. RAN1#114bis agreement (see Section 2.1.1) can be a starting point although it is discussed on NW-side additional conditions for UE-side model. For UE-side additional conditions, the difference may be:
· Model transfer from UE to network should not be included, since it is impossible for a network to run a large number of models from plenty of UEs.
· Via report/update of applicable functionality or models. If UE-side additional condition is changed, leading to significant performance degradation for a deployed model/functionality, the UE can just report that the model/functionality is not applicable at present.
Note that UE-side additional condition may not be needed by network in some cases. For example, in functionality-based LCM, UE shall control UE-side model(s), and thus UE-side additional condition is not necessarily known by network. But in other cases, e.g. in model-ID-based LCM, when network determines the LCM procedures like activation/deactivation/switching of UE-side model, network needs UE-side additional condition in inference phase. Therefore, we have the following proposal:
Proposal 3: Further study following approaches for consistency of UE-side additional condition for UE-side model, when UE-side model/functionality is controlled by network.
· Model identification to achieve alignment on the UE-side additional condition between NW-side and UE-side.
· Information and/or indication on UE-side additional conditions are provided to network.
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· UE report/update of applicable model/functionality based on UE-side additional condition.
Performance assessment/monitoring
The following agreement on monitoring inactive model/functionality was reached in RAN1#113 [9], in which agrees to study assessing the performance of UE-side inactive models.
	Agreement
For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:
· Assessment/Monitoring based on the additional conditions associated with the model/functionality
· Assessment/Monitoring based on input/output data distribution
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)
FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any.


In RAN1#114bis, companies have further discussed this issue. The following proposal (removing colour mark) was proposed by FL but not agreed due to limited discussion time [12]:
	Proposal 9-6b
Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· FFS: feasibility of activating multiple models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring AI/ML model(s) for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)
· Dataset delivery / RS configuration from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.
· The procedure and signaling for NW-side assessment/monitoring and UE-side assessment/monitoring.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.


For UE-side model, ideally, UE device, UE vendor or chipset vendor shall guarantee the performance of UE-side model. However, wireless environment is changing all the time, and is more complicated than simulation environment. Such guarantee is provided at best effort, but impossible to be 100% confident. For an inactive model, the performance is unable to know unless actual inference is processed. With such understanding, we think it is necessary to assess/monitor the performance of inactive models/functionalities.
Regarding the FL proposal, we are generally fine with the direction. However, for the first sub-bullet of the second bullet ‘Configuring an AI/ML model(s) for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)’, in our understanding, the ‘activation’ is from NW’s signaling perspective. If a model is used in inference (even only for the purpose of monitoring) but the result is not reported, the model is still ‘activated’ from UE point of view, though the network may not be aware of this. 
We suggest to go with FL’s proposal 9-6b with minor update as follows.
Proposal 4: For performance assessment/monitoring of inactive model/functionality, support FL proposal 9-6b with minor update in the first sub-bullet of the second bullet by adding ‘from NW’s signaling perspective’.
	Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· FFS: feasibility of activating multiple models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring AI/ML model(s) for monitoring without activation from NW’s signaling perspective (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)
· Dataset delivery / RS configuration from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.
· The procedure and signaling for NW-side assessment/monitoring and UE-side assessment/monitoring.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.


[bookmark: _Ref134435654]Model-ID-based LCM
Model identification
In RAN1#114bis, the following FL proposal was discussed, in which the model identification types are refined into 7 sub-types [9] (removing colour mark).
	Proposal 9-3c
For model identification of UE-side or UE-part of two-sided models, the following sub-types have been identified for each of the model identification types. Further study relevant aspects, necessity, and specification impact (if any).
· Type A
· Used to identify a model developed offline, potentially via multi-vendor collaboration
· Type B1
· B1-1: Used to identify a model developed offline, potentially via multi-vendor collaboration (Same as Type A)
· [bookmark: _Hlk147959253]B1-2: Used to identify a model using specified list of parameters and candidate values.
· B1-3: Used to identify an updated UE-side/part model (e.g., via online training or finetuning inside UE) of a previously identified model via Type A or B1-1
· B1-4: Used to identify a model using NW-indicated time duration and regions (e.g., cells/PCIs/TRPs/tracking areas) 
· Type B2
· B2-1: Used along with model transfer from NW to UE
· B2-2: Used for NW to indicate data collection at UE. In this case, model ID is a logical ID (i.e., dataset ID) determined by NW and associated with the underlying conditions and additional conditions for the indicated data collection.


It is a little skeptical whether it is essential to pursue such detailed discussion at this time. Nevertheless, we have the following comments on FL proposal 9-3c.
· For Type B1-1 & B1-2, after further checking, we think they can be merged. However, for B1-2, the original proponent proposed ‘specified list of parameters and candidate values’ for ‘description of the metadata/meta-information’ [19]. We should make B1-2 clearer, i.e. ‘specified list of parameters and candidate values for meta-information exchange’. Otherwise, it may be interpreted as ‘parameters and candidate values for the model itself’, i.e. a standardized model or reference model.
· For Type B1-4, it is a very detailed usage for model identification to align the NW-side additional condition. It does not belong to the same level with other candidates. On the other sight, B1-4 can be considered as a special case of B1-2 and B1-3.
· For Type B2-2, it makes the boundary between dataset and model (even for logical model) ambiguous. A dataset only represents the set of data sample/measurements, while a (logical) model is associated with many LCM procedures, expected performance, UE capabilities, etc. It is unclear whether dataset ID and model ID should be one-on-one mapping or in other ways. Another uncertainty is that it is still unclear whether this is the only way to obtain a dataset ID. It is better to separate the discussion of Type B2-2, which directly uses the term of dataset ID instead of model ID.
We have the following two proposals on this issue.
Proposal 5: Update FL proposal 9-3c for model identification as follows.
	For model identification of UE-side or UE-part of two-sided models, the following sub-types have been identified for each of the model identification types. Further study relevant aspects, necessity, and specification impact (if any).
· Type A
· Used to identify a model developed offline, potentially via multi-vendor collaboration
· Type B1
· B1-1: Used to identify a model developed offline, potentially via multi-vendor collaboration (Same as Type A)
· B1-12: Used to identify a model using specified list of parameters and candidate values for meta-information exchange.
· B1-23: Used to identify an updated UE-side/part model (e.g., via online training or finetuning inside UE) of a previously identified model via Type A or B1-1
· B1-4: Used to identify a model using NW-indicated time duration and regions (e.g., cells/PCIs/TRPs/tracking areas) 
· Type B2
· B2-1: Used along with model transfer from NW to UE
· (Replaced by another new proposal) B2-2: Used for NW to indicate data collection at UE. In this case, model ID is a logical ID (i.e., dataset ID) determined by NW and associated with the underlying conditions and additional conditions for the indicated data collection.


Proposal 6 (modified from model identification Type B2-2): For data collection for UE-side model training, NW may indicate a dataset ID for the collected data. Such dataset ID can be used for ensuring the consistence of condition and additional conditions between training and inference.
· FFS: whether dataset ID is equivalent to model ID in this case.
[bookmark: _Ref115165112][bookmark: _Ref127215427][bookmark: _Ref127468483]Model transfer
In RAN1#114, benefit, challenge, requirement and also specification impact have been discussed for different model transfer methods [12]. The following observations were achieved for clarification.
	Observation
· Scenario/configuration specific (including site-specific configuration/channel conditions) models may provide performance benefits in some studied use cases (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites).
· At least, when UE has limitation to store all related models, model delivery/transfer, if feasible, to UE may be beneficial, at the cost of overhead/latency associated with model delivery/transfer.
· Note: On-device Finetuning/retraining, if feasible, of a single model may be an alternative to model delivery/transfer.
· Note: a single model may generalize well in some studied use cases. 
· Note: Model transfer/delivery to UE may also face challenges, e.g., proprietary issues /burdens in some scenarios
Observation
· Model transfer/delivery of an unknown structure at UE has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.


Besides, RAN1’s observation is incomplete. The following FL observation 9-5c (removing colour mark) was discussed offline in RAN1#114bis but ended up with no conclusion [12], since most of the online time is allocated to discuss NW-side additional condition. 
	Observation 9-5c 
· For model delivery/transfer to UE, from the device implementation point of view
· Model delivery/transfer to UE in a proprietary format (Case y, z1, z2) is feasible from RAN1 perspective.
· Parameter update of a known structure on a deployed model via model delivery/transfer in an open format (Case z3, z4) may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale due to no need for offline compiling with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing compared to model delivery via proprietary format.


We are almost fine with the above part except for the word ‘testing’. 
· If the ‘test’ refers to ‘inference performance testing’, network can of course do so since the model is trained by network itself. To achieve ‘device-specific’ testing, in our understanding, the critical part is quantization, which may be device-specific. So if quantization related information, e.g. quantization bits, is known by network (e.g. by coordination offline) or informed to network, network can do device-specific performance testing for model inference.
· Else, if the ‘test’ refers to other aspects like, e.g. power consumption, memory management, we should spell it out. Otherwise, it is unclear which testing is referred to. 
· Having said this, there are many kinds of testing (e.g., RAN4 testing, IODT testing) but we don’t need to emphasize them every time.
In summary, the simplest way is to delete ‘/testing’ to avoid confusion.
Proposal 7: For model delivery/transfer, adopt FL observation 9-5c by removing ‘/testing’.
	· For model delivery/transfer to UE, from the device implementation point of view
· Model delivery/transfer to UE in a proprietary format (Case y, z1, z2) is feasible from RAN1 perspective.
· Parameter update of a known structure on a deployed model via model delivery/transfer in an open format (Case z3, z4) may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale due to no need for offline compiling with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing compared to model delivery via proprietary format.


RAN2 related aspect
Regarding UE capability report, the following agreements were achieved in RAN1#114 [10].
	Agreement
Conclude that applicable functionalities/models can be reported by UE.
Agreement
· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: Using a procedure other than UE capability report
· Note: The support and applicability of model identification Type A is a separate discussion.


RAN2 also made the following agreement regarding UE capability report in RAN2#123bis [15]. 
	Agreements 
1. The legacy UE capability framework serves as the baseline to report UE’s supported AI/ML-enabled Feature/FG:
· For CSI and beam management use cases, it is indicated in UE AS capability in RRC (i.e., UECapabilityEnquiry/UECapabilityInformation). 
· For positioning use case, it is indicated in positioning capability in LPP.
2. RAN2 confirm that stage 3 details of AI/ML-enabled Feature/FG (e.g. granularity of Feature/FG) in legacy UE capability are postponed to discuss in the normative phase.
3. For additional condition reporting, the existing capability reporting framework cannot be used.  To report these conditions (if needed), UAI can be used as an example.  This can be defined and discussed in normative phase.   FSS signaling of additional conditions from network to UE 
4. Capture in the TR the reactive and proactive approaches, i.e., the UE reacts to NW’s configuration, or the UE proactively informs the NW of updates/changes to its supported models/functionalities.     Review the definition by email during TP review phase.  


It is worth to note that ‘UE capability report’ in 3GPP has a very specific meaning, which can be found in Clause 5.6 in TS 38.331 [20]:
	[bookmark: _Toc20425825][bookmark: _Toc29321221][bookmark: _Toc36219404][bookmark: _Toc36220080][bookmark: _Toc36513500][bookmark: _Toc46449558][bookmark: _Toc46489345][bookmark: _Toc52495179][bookmark: _Toc60781348][bookmark: _Toc90637042]5.6	UE capabilities
[bookmark: _Toc20425826][bookmark: _Toc29321222][bookmark: _Toc36219405][bookmark: _Toc36220081][bookmark: _Toc36513501][bookmark: _Toc46449559][bookmark: _Toc46489346][bookmark: _Toc52495180][bookmark: _Toc60781349][bookmark: _Toc90637043]5.6.1	UE capability transfer
[bookmark: _Toc20425827][bookmark: _Toc29321223][bookmark: _Toc36219406][bookmark: _Toc36220082][bookmark: _Toc36513502][bookmark: _Toc46449560][bookmark: _Toc46489347][bookmark: _Toc52495181][bookmark: _Toc60781350][bookmark: _Toc90637044]5.6.1.1	General
This clause describes how the UE compiles and transfers its UE capability information upon receiving a UECapabilityEnquiry from the network.
[image: ]
Figure 5.6.1.1-1: UE capability transfer


More details on procedures and information definition can be found in TS 38.331 and TS 38.306. In legacy UE capability report, the reported UE capability is static. The reported UE capability may even be reported to core network and stored for a long time. 
Meanwhile, a more dynamic mechanism similar to UE capability report is also supported in current specification. It is called UAI report, which is short for UE Assistance Information. One can also find the definition and procedure in Clause 5.7.4 in TS 38.331 [20]. 
	[bookmark: _Toc60776965][bookmark: _Toc115428696]5.7.4	UE Assistance Information
[bookmark: _Toc60776966][bookmark: _Toc115428697]5.7.4.1	General
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Figure 5.7.4.1-1: UE Assistance Information


In UAI mechanism, the UE can update/report its assistance information when network-configured requirements are met. If ‘UE capability’ is not static, it’d better classified as UAI from RAN2’s perspective.
In general, it is RAN2’s duty to design whether and how to report UE capability. Though RAN1 has a lot of discussion on ‘How UE reports supported model/supported functionality’, how to specify the capability report procedure should be up to RAN2. RAN1 cannot design UE capability report procedures for RAN2. Collaboration between RAN1 and RAN2 is critical to build a healthy framework for AI/ML in air interface.
Hence, it is better to clarify that ‘UE capability report’ in RAN1 SI discussion is a general one. It is from RAN1’s understanding and may or may not be the narrow sense of legacy UE capability report. Whether and how to design UE capability report procedure for AI/ML-enabled features is up to RAN2. If needed, RAN1 can provide input to RAN2.
Proposal 8: ‘UE capability report’ in RAN1 SI discussion is a general term from RAN1’s understanding, which may or may not be identical to legacy UE capability report defined in TS 38.331/38.306.
Proposal 9: In WI phase, whether and how to design UE capability report procedure for AI/ML-enabled features is up to RAN2. RAN1 can provide input to RAN2 whenever needed.
RAN4 related aspect
During the Rel-18 study in RAN1, it is observed that:
· Companies are free to develop different AI/ML models for evaluation. The complexity of the proposed models can be varying dramatically, so as the performance. There is no reference point for performance requirement.
· Companies only agree on (part of) the parameters to generate datasets for model training and model testing based on synthesis channel model in 3GPP, rather than agree on specific datasets. Thus different companies still use different datasets with each other due to random parameters/seeds.
However, the principles above may be problematic for RAN4. From RAN4 perspective, performance requirements and test cases will be specified for a new feature before its deployment, as business as usual. In fact, RAN4 has the following principles regarding performance requirement and test case.
· The requirement is specified and usually the lowest requirement that acceptable to the whole group. Different vendors may develop/implement more complicated solutions to achieve higher performance.
· The test result shall be reproducible. The test equipment of a specific feature/function shall output exactly the same results for the same inputs.
The principles above need to be taken into consideration for AI/ML-based approaches in RAN4. 
Observation 1: RAN4 has the following principles regarding performance requirement and test case.
· The specified requirements are usually the lowest requirements that acceptable to the whole group. Different vendors may develop/implement more complicated solutions to achieve higher performance.
· The test result shall be reproducible. The test equipment of a specific feature/function shall output exactly the same results for the same inputs.
As a result, it is worth to consider reference model and reference dataset for RAN4. 
· Reference model serves for requirement design. The concept is similar to ‘reference receiver’ in RAN4. It can be simple enough and leave enough room for different vendors to realize more complicated AI/ML models with better performance. It does not aim at forcing vendors to implement such reference model in their products.
· Reference model may also be helpful for testing two-sided model. Note that testing two-sided model is one of the key obstacles for RAN4 since TE vendor need to design how to test NW part or UE part of a two-sided model. 
· Reference dataset serves for test case design. Only aligning (part of) the parameters to generate dataset for training/testing cannot achieve the goal of reproducible test. Different reference datasets can be considered for different purpose, including generalization test. 
Since RAN4 already start the Rel-18 SI for AI/ML, the most suitable place for such discussion may be RAN4. But we would like to emphasize that some RAN1 principles may not be useful to RAN4. 
Proposal 10: From RAN4 perspective, reference model and reference dataset can be considered.
· Reference model serves for requirement design, similar to reference receiver. It does not aim at forcing vendors to implement such reference model in their products.
· Reference model may also be helpful for testing two-sided model.
· Reference dataset serves for test case design, to guarantee the reproducibility of the test.
It is also noted that reference model may be useful to reduce offline co-engineering for model transfer (not transparent to 3GPP). We think this may be a promising way to facilitate model transfer in near future. We are open to discuss such possibility once RAN4 has clearer progress on this issue.
Observation 2: Reference model may be useful to reduce offline co-engineering for model transfer (not transparent to 3GPP).
Conclusion
In this contribution, we provide our views on general aspects of AI/ML for NR air interface. The observations and proposals are summarized as follows:
Observation 1: RAN4 has the following principles regarding performance requirement and test case.
· The specified requirements are usually the lowest requirements that acceptable to the whole group. Different vendors may develop/implement more complicated solutions to achieve higher performance.
· The test result shall be reproducible. The test equipment of a specific feature/function shall output exactly the same results for the same inputs.
Observation 2: Reference model may be useful to reduce offline co-engineering for model transfer (not transparent to 3GPP).
Proposal 1:  Confirm the necessity of ensuring the consistency between training and inference regarding NW-side additional conditions for UE-side model.
Proposal 2: Further study following approaches for consistency of NW-side additional condition for UE-side model.
· Model identification, which relies on model identification procedure, report of supported model ID, and model ID indication. Offline coordination is needed for Type A model identification.
· Model transfer, which needs UE to support model transfer mechanism. Offline coordination may still be needed for aligning supported model structure at UE side (model transfer z4).
· Information/indication, which needs to specify NW-side additional condition, and has challenges on avoiding exposing NW-side proprietary implementation.
· Performance monitoring, which needs to assess/monitor the performance of active and inactive models at UE side. 
Proposal 3: Further study following approaches for consistency of UE-side additional condition for UE-side model, when UE-side model/functionality is controlled by network.
· Model identification to achieve alignment on the UE-side additional condition between NW-side and UE-side.
· Information and/or indication on UE-side additional conditions are provided to network.
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· UE report/update of applicable model/functionality based on UE-side additional condition.
Proposal 4: For performance assessment/monitoring of inactive model/functionality, support FL proposal 9-6b with minor update in the first sub-bullet of the second bullet by adding ‘from NW’s signaling perspective’.
	Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· FFS: feasibility of activating multiple models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring AI/ML model(s) for monitoring without activation from NW’s signaling perspective (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)
· Dataset delivery / RS configuration from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.
· The procedure and signaling for NW-side assessment/monitoring and UE-side assessment/monitoring.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.


Proposal 5: Update FL proposal 9-3c for model identification as follows.
	For model identification of UE-side or UE-part of two-sided models, the following sub-types have been identified for each of the model identification types. Further study relevant aspects, necessity, and specification impact (if any).
· Type A
· Used to identify a model developed offline, potentially via multi-vendor collaboration
· Type B1
· B1-1: Used to identify a model developed offline, potentially via multi-vendor collaboration (Same as Type A)
· B1-12: Used to identify a model using specified list of parameters and candidate values for meta-information exchange.
· B1-23: Used to identify an updated UE-side/part model (e.g., via online training or finetuning inside UE) of a previously identified model via Type A or B1-1
· B1-4: Used to identify a model using NW-indicated time duration and regions (e.g., cells/PCIs/TRPs/tracking areas) 
· Type B2
· B2-1: Used along with model transfer from NW to UE
· (Replaced by another new proposal) B2-2: Used for NW to indicate data collection at UE. In this case, model ID is a logical ID (i.e., dataset ID) determined by NW and associated with the underlying conditions and additional conditions for the indicated data collection.


[bookmark: _GoBack]Proposal 6 (modified from model identification Type B2-2): For data collection for UE-side model training, NW may indicate a dataset ID for the collected data. Such dataset ID can be used for ensuring the consistence of condition and additional conditions between training and inference.
· FFS: whether dataset ID is equivalent to model ID in this case.
Proposal 7: For model delivery/transfer, adopt the FL observation 9-5c by removing ‘/testing’.
	· For model delivery/transfer to UE, from the device implementation point of view
· Model delivery/transfer to UE in a proprietary format (Case y, z1, z2) is feasible from RAN1 perspective.
· Parameter update of a known structure on a deployed model via model delivery/transfer in an open format (Case z3, z4) may be beneficial for certain use cases or deployment scenarios, e.g., when it is desired to have shorter model parameter update timescale due to no need for offline compiling with less offline engineering, but it comes with potential requirements/challenges, e.g., advanced device implementation, lack of device-specific optimization/testing compared to model delivery via proprietary format.


Proposal 8: ‘UE capability report’ in RAN1 SI discussion is a general term from RAN1’s understanding, which may or may not be identical to legacy UE capability report defined in TS 38.331/38.306.
Proposal 9: In WI phase, whether and how to design UE capability report procedure for AI/ML-enabled features is up to RAN2. RAN1 can provide input to RAN2 whenever needed.
Proposal 10: From RAN4 perspective, reference model and reference dataset can be considered.
· Reference model serves for requirement design, similar to reference receiver. It does not aim at forcing vendors to implement such reference model in their products.
· Reference model may also be helpful for testing two-sided model.
· Reference dataset serves for test case design, to guarantee the reproducibility of the test.
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