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Introduction
After nearly 1.5 years of study on AI/ML for air interface, the great progress has been achieved, e.g., evaluations and specification impact on use cases of Beam management and Positioning have been considered to be completed, while there are some remaining open issues on general part and CSI part. In RAN#101 meeting [1], it has been decided to extend the study item into Q4-23, and suggested to only focus on the identified RAN1 remaining issues which  is included in RP-233659 (the update of RP-231763) and shown below.
	·     Complete General Framework (agenda 9.2.1):
· Further discussion and conclusion on functionality-based LCM and model-ID-based LCM, including model identification procedures
· Further discussion and conclusion on model delivery/transfer analysis
· Finalize CSI work (agenda 9.2.2.2):
· Two-sided model training type pro/cons analysis
· Data collection and performance  monitoring for both, one-sided and two-sided models, including ground-truth related and dataset delivery related aspects 
· Inference-related framework, e.g., CSI configuration, payload related aspects, quantization
· Two-sided model pairing mechanism
· Close the loop with RAN2 and RAN4 on any pertinent item:
· Finalize RAN2 LS reply (Part 2)
· Finalize TR: 
· Get notation uniform across use cases. 
· General Framework finalization incl. applicability of some of the agreements made for specific use cases to the general framework. 
· General clean-up, e.g., stating conclusion or lack of conclusion on a number of study areas.
· Conclusions and recommendations



In this paper, we would provide our views on the remaining potential specification work on CSI including CSI compression and recovery, and CSI prediction at UE side.

Discussion
Potential specification impact for sub use case - Spatial-frequency domain CSI compression
Model training
In last meeting [2], we have achieved great progress on the analysis on pros/cons for training types. There are some remaining items to be addressed.  We provide our views shown in the below table.
Table 1 Analysis on the remaing issues of Training Type1
		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Feasibility of allowing UE side and NW side to develop/update models separately
	Flexible for NW defined scenario.
No otherwise
	Flexible for NW defined scenario. No otherwise

	Semi-flexible, if assistance information is supported. 
No otherwise.
	Yes, if assistance information is supported.
No otherwise

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Yes
	Yes
	No
	No

	Extendibility: To train new NW-side model compatible with UE-side model in use
	No
	No
	Yes
	Yes



Table 2 Analysis on the remaining issues of Training Type2 and Type3
		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Feasibility of allowing UE side and NW side to develop/update models separately
	
	Feasible
	
	

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	Support 
	
	Not support 

	Extendibility: To train new NW-side model compatible with UE-side model in use
	
	
	Not support 
	



[bookmark: OLE_LINK38]Proposal 1: To facilitate the discussion, views on the remaining issues of Pros and Cons of all of Training types are needed to be aligned. What shown in Table 1 and Table 2 can be considered.

Data collection
During the previous meetings, proxy model to be deployed at UE side has been proposed for model/performance monitoring, CQI/RI calculation and so on. If not considering model delivery/transfer, it is natural that dataset for training proxy model also should be considered to be delivered to UE side by offline or air interface. However, the feasibility and necessity of introducing proxy model is not clear nowadays. To achieve and run a proxy model, additional complexity and cost, e.g., computation, buffer size, is needed. In addition, there are other methods being discussed to do model/performance monitoring, CQI/RI calculation.
[bookmark: OLE_LINK17][bookmark: OLE_LINK18]Observation 1: Introducing proxy model needs to be justified.
Data collection from realistic network is important for model management, which can be utilized to improve and monitor the performance of AI/ML model. In typical the channel environment is dynamically changed. For model management, it is very necessary to require data collection in time. Fortunately, a small amount of data is enough for model management including model monitoring, model activation/deactivation/switching. Thus, in our understanding, L1 signalling based data collection can be considered, at least for model monitoring.
[bookmark: OLE_LINK56]Proposal 2: For measurement and reporting of data, L1 and L3 measurement and reporting can be considered at least for CSI/BM use cases. Wherein L1 procedure is more for model management.
For UE-sided model, the training may also happen at UE side/server. Data collection for UE side is needed. In current specification, the configuration and transmission of measurement reference signal is totally under the control of NW w/o UE request. In our understanding, whether to do model training/fine-tuning/update may be up to UE’s implementation. Thus, UE request on data collection can be considered to avoid resource waste and match with UE’s requirement.
Proposal 3: On demand data collection can be considered, at least for data collection at UE side.
For AI/ML, it can be understood that the quality of data would impact the performance of AI/ML model. In general, the higher the quality is, the better the performance of AI/ML model is. For the metric of evaluating the quality of data, SNR/RSRP of the data sample can be considered. In field, there always exist non-ideal factor, e.g., imperfect channel estimation. How to improve the quality of data can be further studied. 
[bookmark: OLE_LINK25]Proposal 4: The metric to evaluate the quality of data should be studied, e.g., SNR/RSRP can be considered.
Regarding the format of ground-truth CSI, indeed both scalar quantization and codebook-based quantization can work. However, scalar quantization would result in more spec work, since until now there is no scalar quantization on CSI. It can be perceived that there would be much more overhead issue for scalar quantization. Then, L1 signalling could not be considered, and the latency could not be ensured for real-time/fast performance monitoring. Codebook-based quantization with L1 signaling has been supported since R15, and sustainable enhancement is considered for each release. Some simulation in AI9.2.2.1 shows that codebook based quantization for ground-truth CSI could work well with new parameter combination. Thus, we prefer codebook based quantization for ground-truth CSI.
Proposal 5: Codebook-based quantization for ground-truth CSI can be supported.
[bookmark: OLE_LINK62]With regard to assistance information for data collection, it may be straightforward that information for the purpose/type of data collection should be included. So the proper data collection procedure can be kicked off and the associated configuration and measurement can be provided. For CSI compression and recovery use case, if the information indicating it is for model training, L3 based measurement and reporting can be configured, and if the information indicating it is for model monitoring, L1 based measurement and reporting can be configured. Data size, data format and time scale for data reporting also can be considered to characterize the data to realize the alignment among different entities. In addition, information to categorize data, e.g., scenario/cell information, configuration, UE speed, also can be considered. As evaluated in AI9.2.2.1, scenario specific AI/ML model also can be considered. Then with the information to categorize data, model selection/activation/deactivation/fallback can be properly enabled. Finally, for antenna pattern and TXRU mapping information of gNB/UE, we agree that it may bring help. However, it indeed would involve in privacy issue, and would be against the SID. Further study is needed. 
[bookmark: OLE_LINK76][bookmark: OLE_LINK30]Proposal 6: For assistance information, study the following information:
· Information for the purpose/type of data collection, e.g., for which use case/feature, for model monitoring or training
· Information for data related, e.g., data size, data format, time scale for data reporting;
· [bookmark: OLE_LINK60]Information for categorizing data, e.g., scenario/cell information, configuration, UE speed
· Information which may involve in privacy issue, e.g., UE/gNB hardware information including TXRU mapping

Two-sided model pairing mechanism
For two-sided model, the consistency between generation model and reconstruction model is critical to the performance. In RAN1#114 meeting [3], one observation is formulated, and up to 6 options are listed.
	Observation
In CSI compression using two-sided model use case, at least the following options have been proposed by companies to define the pairing information used to enable the UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the gNB: 
· [bookmark: OLE_LINK24]Option 1: The pairing information is in the forms of the CSI reconstruction model ID that NW will use. 
· Option 2: The pairing information is in the forms of the CSI generation model ID that the UE will use. 
· Option 3: The pairing information is in the forms of the paired CSI generation model and CSI reconstruction model ID. 
· [bookmark: OLE_LINK31]Option 4: The pairing information is in the forms of by the dataset ID during type 3 sequential training. 
· [bookmark: OLE_LINK32]Option 5: The pairing information is in the forms of a training session ID to a prior training session (e.g., API) between NW and UE. 
· [bookmark: OLE_LINK21]Option 6: The pairing information is up to UE/NW offline co-engineering alignment, transparent to 3GPP specification. 
· Note: the disclosure of the vendor information during the model pairing procedure and model identification procedure should be considered.
· Note: If each UE side model is compatible with all NW side model, the information is not needed for the UE. 
Note: Above does not imply there is a need for a central entity for defining/storing/maintaining the IDs.


[bookmark: OLE_LINK22]The down-selection among the listed options may depend on multiple aspects. For example, if only one pair of models is considered for one AI/ML enabled feature, there is no need to define pairing ID in 3GPP, and the pairing information is up to UE/NW offline co-engineering alignment. Further, via functionality identification the pairing can be realized for model management, e.g., inference, monitoring and so on. If multiple pairs of models is considered for one AI/ML enabled feature, and offline training is assumed, the pairing information is up to UE/NW offline co-engineering alignment, e.g., multiple pair IDs can be assumed during offline co-engineering. If multiple pairs of models is considered for one AI/ML enabled feature, and online training is assumed, dataset ID or training session ID can be utilized to align reconstruction model and generation model. From the perspective of unified design, one more generic concept - pairing ID can be considered when multiple pairs of models are considered.  
[bookmark: OLE_LINK34][bookmark: OLE_LINK35]Proposal 7: In CSI compression using two-sided model use case, in order to enable the UE to select a CSI generation model compatible with the CSI reconstruction model used by the gNB, regarding pairing information, option 3 and option 6 can be considered
· [bookmark: OLE_LINK39]If only one pair of generation model and reconstruction model is considered for one AI/ML enabled feature, option 6 can be considered.
· If multiple pairs of generation model and reconstruction model is considered for one AI/ML enabled feature, option 3 can be considered.
Regarding the interaction of pairing information, we think it is natural to be included into the procedure of functionality based /model based identification since actually pairing information is one key aspect to enable AI/ML model to work well. We have agreed that UE capability reporting framework would be used for functionality/model identification. Thus, in our mind paring can be realized by UE capability reporting, e.g., for one pair case. For multiple pairs case, other than UE capability, additional interaction is needed to ensure which one would be used. 
Proposal 8: In CSI compression using two-sided model use case, in order to enable the UE to select a CSI generation model compatible with the CSI reconstruction model used by the gNB, the following  aspects can be considered:
· Pairing information can be included in the process of functionality/model identification.	
· UE report the supported AI/ML based CSI feedback features/FGs in capability report.  
· Additional NW and UE interaction, if needed, to align the pairing information: 
· UE initiated: UE reports the pairing information for NW confirmation.  
· NW initiated: NW indicates the pairing information supported in the cell for UE confirmation.

Model inference
Regarding CQI, we have the following agreement [4]:
	Agreement
[bookmark: OLE_LINK66]In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Option 1c: CQI is calculated based on legacy codebook
· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
· Note: CSI reconstruction part at the UE can be different comparing to the actual CSI reconstruction part used at the NW. 
· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead



[bookmark: OLE_LINK43]Regarding CQI calculation, for option 2a, CSI reconstruction part is assumed to be available at UE side. In our understanding, it seems not to be realistic. The SID has clearly stated that the privacy should be kept. However, option 2a would bring about privacy exposure. In addition, it also requires UE to store/maintain recovery model, and more storage size is needed. For option 2b, it is essentially equal to option 1a. CSI-RS can be precoded or not depending on gNB’s implementation and configuration. In final, for option 2b, CQI still should be calculated based on target CSI with realistic channel measurement. For option 1c, it would largely increase the UE complexity for the sake of that the legacy PMI calculation is also needed other than AI/ML operation. Assuming ideal CSI compression and recovery by AI/ML operation, option 1a can work well. Even if it is not ideal, option 1a/option 1b still can be considered with some compensation at UE side or NW side. 
Proposal 9: Regarding CQI calculation, option 1a and/or option 1b can be considered.
Regarding the co-existence with legacy non-AI/ML-based CSI, after discussion, we have the following agreement [5, 6].
	Agreement
[bookmark: OLE_LINK67]In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.
Agreement
In CSI compression using two-sided model use case, further study the feasibility and methods to support the legacy CSI reporting principles including at least: 
· The priority rule regarding CSI collision handling and CSI omission
Agreement
· Codebook subset restriction
· CSI processing Unit
Agreement
[bookmark: OLE_LINK68]In CSI compression using two-sided model use case, further study the feasibility of at least the following methods to support codebook subset restriction: 
· input-CSI-NW/output-CSI-UE is in angular-delay domain, beam restriction can be based on legacy SD basis vector-based input CSI in angular domain. 
· FFS amplitude restriction
· FFS if input-CSI-NW/output-CSI-UE is in spatial-frequency domain  


In legacy system, one CSI report is associated with a priority value. It is introduced to solve the collision when the time occupancy of the physical channels scheduled to carry CSI reports overlap in at least one OFDM symbol and are transmitted on the same carrier. Since the high cost and potential high performance to be achieved for AI/ML enabled CSI compression and recovery, the priority for AI/ML based CSI feedback may be needed to be considered. 
[bookmark: OLE_LINK45][bookmark: OLE_LINK47]Proposal 10: The priority for AI/ML based CSI feedback needs to be considered.
In current specification [7], priority value for one CSI report is defined as  where
- for aperiodic CSI reports to be carried on PUSCH,  for semi-persistent CSI reports to be carried on PUSCH,  for semi-persistent CSI reports to be carried on PUCCH and  for periodic CSI reports to be carried on PUCCH;
- for CSI reports carrying L1-RSRP or L1-SINR and   for CSI reports not carrying L1-RSRP or L1-SINR;
- c is the serving cell index and  is the value of the higher layer parameter maxNrofServingCells;
-s is the reportConfigID and is the value of the higher layer parameter maxNrofCSI-ReportConfigurations.
A first CSI report is said to have priority over second CSI report if the associated  value is lower for the first report than for the second report.
Although AI/ML enabled CSI compression and recovery could provide high accuracy CSI feedback and low overhead, it may not work well with some uncertain. Thus, we prefer to set the priority of AI/ML enabled CSI compression and recovery lower than legacy CSI carrying RI/CQI/PMI. It can be achieved by only setting  is larger than 1, e.g., 2 while the priority calculation still is reused. It is one simple solution. We are also open to other solutions.
[bookmark: OLE_LINK44]Proposal 11: Introducing   for CSI reports carrying CSI compression information enabled by AI/ML operation in the priority rule for CSI reports.
In legacy system, for demonstrating the complexity of CSI measurement and reporting, CSI processing unit (CPU) and CSI processing time requirement are introduced. For AI/ML enabled operation, the computation time requirement, the amount of computation, buffer size requirement, and power cost should be jointly considered to characterize the complexity of AI/ML model/algorithm, which may be totally different from legacy method. How to define and reflect the complexity of CSI feedback enabled by AI/ML operation in the specification should be considered. For example, considering the high complexity, the occupied CPUs may be not only denoted by the number of CMR resources associated with the CSI report, and additional enhancement is needed.
[bookmark: OLE_LINK42][bookmark: OLE_LINK29]Proposal 12: How to define/reflect the complexity of the AI/ML operation in the specification should be considered.

Potential specification impact for CSI prediction
In this section, we would focus on data collection procedure and model monitoring procedure for CSI prediction at UE side.
Data collection procedure
In RAN1#114 meeting [3], we have the following agreements on data collection for CSI prediction.
	Observation
In CSI prediction using UE sided model use case, at least the following aspects have been proposed by companies on data collection, including: 
· Signaling and procedures for the data collection 
· data collection indicated by NW 
· Requested from UE for data collection 
· CSI-RS configuration 
· Assistance information for categorizing the data, if needed
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.


For CSI-RS configuration, the preferred configuration by UE also can be reported to NW as assisted information, e.g., the number of CSI-RS ports, density, periodicity and CRI, to match with the requirement of performance monitoring/model fine-tuning at UE side.
[bookmark: OLE_LINK27][bookmark: OLE_LINK28]Proposal 13: Regarding the data collection at UE side for CSI prediction with UE-side AI/ML model, study the potential specification impact of UE reporting to network from the following aspect
· Supported/preferred configurations of DL RS transmission 
· Other aspect(s) is not precluded

Model monitoring and fallback mechanism
In light of the guidance provided by AI9.2.1, there are multiple monitoring metrics for NW-side and UE-side performance monitoring, e.g., monitoring based on Intermediate KPI, monitoring based on Eventual KPI, monitoring based on data distribution (e.g, Input based/Output based), and monitoring based on applicable condition. Next, we would provide our analysis on each metric for NW-side and UE-side performance monitoring separately for CSI prediction at UE side.
For NW-side performance monitoring,
· Intermediate KPIs: Since gNB can not directly achieve raw channel information, UE would be needed to report the ground-truth CSI to gNB over the air interface by utilizing legacy CSI feedback scheme. Either, UE could directly report the intermediate KPI to gNB.
· Eventual KPIs: The performance can be based on PDSCH demodulation performance. For example, based on the probability of NACK in one duration, gNB could evaluate the accuracy of the predicated CSI generated by AI/ML module. For this metric, like legacy behavior, it is up to gNB’s implementation, and no spec impact is expected.
· Legacy CSI based monitoring:  Since the high cost/complexity of AI/ML module, we think that higher performance requirement should be set for AI/ML enabled CSI feedback. Otherwise, the performance gain compared to legacy CSI prediction at UE side introduced by R18 MIMO can not be reflected, and legacy CSI feedback may be enough. Thus, legacy CSI based monitoring can be considered. When it comes to spec impact, some enhancement can be considered, e.g., the association between CSI prediction enabled by AI/ML module and legacy CSI scheme for monitoring should be considered.
For UE-side performance monitoring,
· Intermediate KPIs: With proper measurement resource configured, e.g., CSI-RS could be transmitted within the duration where the predicted CSI can be applied, UE itself could achieve the ground-truth label, and calculate the intermediate KPI. There is no additional overhead issue, and the evaluation accuracy can be ensured.
· Eventual KPIs: The performance can be based on PDSCH demodulation performance. The performance metric can be BLER, the probability of NACK and others. On the other hand, in our mind, the UE is more sensitive to complexity. If there is no enough computation resource reserved, UE also can request to deactivate AI/ML operation for CSI feedback. However, the monitoring behavior can be totally up to UE’s implementation.
· Legacy CSI based monitoring: like NW side performance monitoring, legacy CSI can be as one reference to evaluate the performance of AI enabled CSI prediction.
· Input or Output data based monitoring: The validity of the AI/ML input/output, e.g., out-of-distribution detection, drift detection of input/output data, or something simple like checking SNR, delay spread and so on, can be considered, since the data distribution of AI/ML input/output can reflect the applied scenario/usage of AI/ML model. However, the evaluation is needed.
[bookmark: OLE_LINK33][bookmark: OLE_LINK16][bookmark: OLE_LINK36][bookmark: OLE_LINK123]Proposal 14: Regarding CSI prediction with UE-sided model, for UE side performance monitoring,  the intermediate KPI, e.g., SGCS, can be considered.
Proposal 15: Regarding CSI prediction with UE-sided model, for NW side performance monitoring, using an existing CSI feedback scheme as the reference can be considered.
Regarding the procedure of performance monitoring, three types are provided in RAN1#114 meeting [3]. In our mind, further details and possible down-selection can be left to normative work. 

Recommendation
Given we have finished the evaluation works on both CSI use cases, and potential specification has also nearly been completed, we have the following suggestions for normative work.
	For AI based CSI feedback, from RAN1 perspective, at least the followings are recommended for normative work：
· AI based CSI compression and recovery
· Offline model training
· Both functionality based identification and model based identification 
· Precoding matrix as the model input
· Necessary signaling/mechanism(s) to facilitate data collection, model inference, and performance monitoring
· Signaling/mechanism(s) to facilitate necessary LCM operations via 3GPP signaling 
· AI based CSI prediction with UE-sided model
· Offline model training
· Functionality based identification 
· Raw channel matrix as the model input
· Necessary signaling/mechanism(s) to facilitate data collection, model inference, and performance monitoring
· Signaling/mechanism(s) to facilitate necessary LCM operations via 3GPP signaling 



Proposal 16: For AI based CSI feedback, from RAN1 perspective, at least the followings are recommended for normative work：
· AI based CSI compression and recovery
· Offline model training
· Both functionality based identification and model based identification 
· Precoding matrix as the model input
· Necessary signaling/mechanism(s) to facilitate data collection, model inference, and performance monitoring
· Signaling/mechanism(s) to facilitate necessary LCM operations via 3GPP signaling 
· AI based CSI prediction with UE-sided model
· Offline model training
· Functionality based identification 
· Raw channel matrix as the model input
· Necessary signaling/mechanism(s) to facilitate data collection, model inference, and performance monitoring
· Signaling/mechanism(s) to facilitate necessary LCM operations via 3GPP signaling 

Conclusion 
In this contribution, we provide our opinions on standard impacts of sub use case – CSI compression and recovery and CSI prediction:
[bookmark: OLE_LINK37][bookmark: OLE_LINK40] Observation 1: Introducing proxy model needs to be justified.

Proposal 1: To facilitate the discussion, views on the remaining issues of Pros and Cons of all of Training types are needed to be aligned. What shown in Table 1 and Table 2 can be considered.
Proposal 2: For measurement and reporting of data, L1 and L3 measurement and reporting can be considered at least for CSI/BM use cases. Wherein L1 procedure is more for model management.
Proposal 3: On demand data collection can be considered, at least for data collection at UE side.
Proposal 4: The metric to evaluate the quality of data should be studied, e.g., SNR/RSRP can be considered.
Proposal 5: Codebook-based quantization for ground-truth CSI can be supported.
Proposal 6: For assistance information, study the following information:
· Information for the purpose/type of data collection, e.g., for which use case/feature, for model monitoring or training
· Information for data related, e.g., data size, data format, time scale for data reporting;
· Information for categorizing data, e.g., scenario/cell information, configuration, UE speed
· Information which may involve in privacy issue, e.g., UE/gNB hardware information including TXRU mapping
Proposal 7: In CSI compression using two-sided model use case, in order to enable the UE to select a CSI generation model compatible with the CSI reconstruction model used by the gNB, regarding pairing information, option 3 and option 6 can be considered
· If only one pair of generation model and reconstruction model is considered for one AI/ML enabled feature, option 6 can be considered.
· If multiple pairs of generation model and reconstruction model is considered for one AI/ML enabled feature, option 3 can be considered.
Proposal 8: In CSI compression using two-sided model use case, in order to enable the UE to select a CSI generation model compatible with the CSI reconstruction model used by the gNB, the following  aspects can be considered:
· Pairing information can be included in the process of functionality/model identification.	
· UE report the supported AI/ML based CSI feedback features/FGs in capability report.  
· Additional NW and UE interaction, if needed, to align the pairing information: 
· UE initiated: UE reports the pairing information for NW confirmation.  
· NW initiated: NW indicates the pairing information supported in the cell for UE confirmation.
Proposal 9: Regarding CQI calculation, option 1a and/or option 1b can be considered.
Proposal 10: The priority for AI/ML based CSI feedback needs to be considered.
Proposal 11: Introducing   for CSI reports carrying CSI compression information enabled by AI/ML operation in the priority rule for CSI reports.
Proposal 12: How to define/reflect the complexity of the AI/ML operation in the specification should be considered.
Proposal 13: Regarding the data collection at UE side for CSI prediction with UE-side AI/ML model, study the potential specification impact of UE reporting to network from the following aspect
· Supported/preferred configurations of DL RS transmission 
· Other aspect(s) is not precluded
Proposal 14: Regarding CSI prediction with UE-sided model, for UE side performance monitoring,  the intermediate KPI, e.g., SGCS, can be considered.
Proposal 15: Regarding CSI prediction with UE-sided model, for NW side performance monitoring, using an existing CSI feedback scheme as the reference can be considered.
Proposal 16: For AI based CSI feedback, from RAN1 perspective, at least the followings are recommended for normative work：
· [bookmark: _GoBack]AI based CSI compression and recovery
· Offline model training
· Both functionality based identification and model based identification 
· Precoding matrix as the model input
· Necessary signaling/mechanism(s) to facilitate data collection, model inference, and performance monitoring
· Signaling/mechanism(s) to facilitate necessary LCM operations via 3GPP signaling 
· AI based CSI prediction with UE-sided model
· Offline model training
· Functionality based identification 
· Raw channel matrix as the model input
· Necessary signaling/mechanism(s) to facilitate data collection, model inference, and performance monitoring
· Signaling/mechanism(s) to facilitate necessary LCM operations via 3GPP signaling 
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