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1	Introduction
In RAN#100, TR 38.843 v1.0.0 has been endorsed, which captures RAN1 progress up to RAN1#114 meeting. In RAN1#114bis, further updates were endorsed in TR 38.843 v1.1.0 [1], and agreements were also made to capture text proposals to the TR. 
In this contribution, we provide input on editing issues in TR 38.843 v1.1.0, to help improve the quality and readability of the TR. Additionally, potential conclusions and recommendations are proposed for section 8 of the TR.
[bookmark: _Ref178064866]2	General issues in TR drafting 
2.1	Missing agreements/conclusions

The following agreement is not captured in TR v1.1.0.
	Agreement (RAN1#110bis-e)
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
· FFS: Power consumption
· Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures




The following conclusions are important for reader's understanding of the study item and the TR, but they are not captured in TR v1.1.0. In RAN1#114bis, a text proposal was agreed to capture the blue text in the TP below. Thus the text proposal is provided where the red text is to be adopted.
	Conclusion
As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.

Conclusion
This RAN1 study considers ML TOP/FLOP/MACs as KPIs for computational complexity for inference. However, there may be a disconnection between actual complexity and the complexity evaluated using these KPIs due to the platform- dependency and implementation (hardware and software) optimization solutions, which are out of the scope of 3GPP.

Conclusion
Companies describe how their computational complexity values are obtained. 
· It is out of 3GPP scope to consider computational complexity values that have platform-dependency and/or use implementation (hardware and software) optimization solutions.




[bookmark: _Toc149923331]Adopt the following text proposal to TR 38.843 to capture missing agreements and conclusions.

	======================= Start of text proposal to TR 38.843 v1.1.0 ====================
[bookmark: _Toc135002571][bookmark: _Toc137744863]6.1	Common evaluation methodology and KPIs
<Unchanged text is omitted>
Common KPIs (if applicable): 
-	Performance
-	Intermediate KPIs
-	Link and system level performance 
-	Generalization performance
-	Over-the-air Overhead
-	Overhead of assistance information
-	Overhead of data collection
-	Overhead of model delivery/transfer
-	Overhead of other AI/ML-related signalling
-	Inference complexity, including complexity for pre- and post-processing
-	Computational complexity of model inference: TOPs, FLOPs, MACs
- there may be a disconnection between actual complexity and the complexity evaluated as captured in Section 6 using these KPIs due to the platform-dependency and implementation (hardware and software) optimization solutions
-	Computational complexity for pre- and post-processing
-	Model complexity: e.g., the number of parameters and/or size (e.g., Mbyte)
-	Complexity shall be reported in terms of "number of real-value model parameters" and "number of real-value operations" regardless of underlying model arithmetic
-	Training complexity
-	LCM related complexity and storage overhead
-	Storage/computation for training data collection
-	Storage/computation for training and model update
-	Storage/computation for model monitoring
-	Storage/computation for other LCM procedures, e.g., model activation, deactivation, selection, switching, fallback operation

For performance monitoring approaches, the following model monitoring KPIs are considered as general guidance
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)

For the evaluations, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified. 
This RAN1 study considers ML TOP/FLOP/MACs as KPIs for computational complexity for inference. For the evaluations, each participating company described how their computational complexity values are obtained. It is out of 3GPP scope to consider computational complexity values that have platform-dependency and/or use implementation (hardware and software) optimization solutions.
<Unchanged text is omitted>
=======================  End of text proposal to TR 38.843 v1.1.0 ====================



2.2 Wrong placement of observations/agreements
For CSI enhancement, the following observation and agreement are missing in Section 7.2.2, but they are mistakenly placed in the CSI use case description Section 5.1 instead. 
	Observation (RAN1#114)
In CSI compression using two-sided model use case, at least the following options have been proposed by companies to define the pairing information used to enable the UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the gNB: 
· Option 1: The pairing information is in the forms of the CSI reconstruction model ID that NW will use. 
· Option 2: The pairing information is in the forms of the CSI generation model ID that the UE will use. 
· Option 3: The pairing information is in the forms of the paired CSI generation model and CSI reconstruction model ID. 
· Option 4: The pairing information is in the forms of by the dataset ID during type 3 sequential training. 
· Option 5: The pairing information is in the forms of a training session ID to a prior training session (e.g., API) between NW and UE. 
· Option 6: The pairing information is up to UE/NW offline co-engineering alignment, transparent to 3GPP specification. 
· Note: the disclosure of the vendor information during the model pairing procedure and model identification procedure should be considered.
· Note: If each UE side model is compatible with all NW side model, the information is not needed for the UE. 
· Note: Above does not imply there is a need for a central entity for defining/storing/maintaining the IDs.  
Agreement  (RAN1#114)
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
· Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 



As both model pairing for CSI-compression use case and performance monitoring for CSI-prediction use case can have specification impact, it is proposed to move the related observation and agreement to section 7.2.2.
	======================= Start of text proposal to TR 38.843 v1.1.0 ====================
[bookmark: _Toc135002566][bookmark: _Toc137744858]5	Use cases
...
[bookmark: _Toc135002567][bookmark: _Toc137744859]5.1	CSI feedback enhancement
Finalization of representative sub-use cases:
<Unchanged text is omitted>
In CSI compression using two-sided model use case, at least the following options have been proposed by companies to define the pairing information used to enable the UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the gNB: 
· Option 1: The pairing information is in the forms of the CSI reconstruction model ID that NW will use. 
· Option 2: The pairing information is in the forms of the CSI generation model ID that the UE will use. 
· Option 3: The pairing information is in the forms of the paired CSI generation model and CSI reconstruction model ID. 
· Option 4: The pairing information is in the forms of by the dataset ID during type 3 sequential training. 
· Option 5: The pairing information is in the forms of a training session ID to a prior training session (e.g., API) between NW and UE. 
· Option 6: The pairing information is up to UE/NW offline co-engineering alignment, transparent to 3GPP specification. 
· Note: the disclosure of the vendor information during the model pairing procedure and model identification procedure should be considered.
· Note: If each UE side model is compatible with all NW side model, the information is not needed for the UE. 
Note: Above does not imply there is a need for a central entity for defining/storing/maintaining the IDs.  
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
· Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 

<Unchanged text is omitted>

[bookmark: _Toc135002585][bookmark: _Toc137744877]7.2.2	CSI feedback enhancement 
[bookmark: _Hlk132230804]Items considered for study the necessity, feasibility, potential specification impact: 
In CSI compression using two-sided model use case: 
<Unchanged text is omitted>
Model pairing
At least the following options have been proposed by companies to define the pairing information used to enable the UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the gNB: 
· Option 1: The pairing information is in the forms of the CSI reconstruction model ID that NW will use. 
· Option 2: The pairing information is in the forms of the CSI generation model ID that the UE will use. 
· Option 3: The pairing information is in the forms of the paired CSI generation model and CSI reconstruction model ID. 
· Option 4: The pairing information is in the forms of by the dataset ID during type 3 sequential training. 
· Option 5: The pairing information is in the forms of a training session ID to a prior training session (e.g., API) between NW and UE. 
· Option 6: The pairing information is up to UE/NW offline co-engineering alignment, transparent to 3GPP specification. 
· Note: the disclosure of the vendor information during the model pairing procedure and model identification procedure should be considered.
· Note: If each UE side model is compatible with all NW side model, the information is not needed for the UE. 
Note: Above does not imply there is a need for a central entity for defining/storing/maintaining the IDs.  
<Unchanged text is omitted>

In UE-sided CSI prediction use case: 
Data collection:
In CSI prediction using UE sided model use case, at At least the following aspects have been proposed by companies on data collection, including:
· Signalling and procedures for the data collection 
· Data collection indicated by NW 
· Requested from UE for data collection 
· CSI-RS configuration 
· Assistance information for categorizing the data, if needed
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
Performance monitoring for functionality-based LCM
At least the following aspects have been proposed by companies:
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
· Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 

<Unchanged text is omitted>
=======================  End of text proposal to TR 38.843 v1.1.0 ====================



2.3	Capture concrete agreements separately from "items considered for study"
In section 7.2 of TR 38.843 v1.1.0, each sub-section is marked with the following sentence at the beginning.
" Items considered for study the necessity, feasibility, potential specification impact:"
This is because many corresponding RAN1 agreements are phrased as "study the necessity, feasibility, potential specification impact", and often without any follow-up agreement on the outcome of the study.
However, there are also issues where RAN1 did make follow-up agreement to conclude the study. For example, the following agreement of RAN1#112 shows the items to study. 
	Agreement (RAN1#112)
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on benefit(s), feasibility, necessity and potential specification impact for the following aspects
· Entity to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· FFS PRU for Case 1 and 2a
· gNB at least for Case 3a (with gNB-side model)
· FFS gNB for Case 3b (with LMF-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)
· Note1: companies are requested to report their assumption of entity to calculate monitoring metric if different from above options for each of the agreed cases (Case 1 to Case 3b)
· If model monitoring does not require ground truth label (or its approximation).
· Monitoring metric, e.g., statistics of measurement, relative displacement, inference output inconsistency, etc.
· Assistance signaling and procedure, e.g., RS configuration(s) for measurement, measurement statistics as compared to the model input statistics of the training data, etc.
· report of the calculated metric and/or model monitoring decision
· If model monitoring requires and is provided ground truth label (or its approximation)
· Monitoring metric, e.g., statistics of the difference between model output and ground truth label, etc.
· Assistance signaling and procedure, e.g., from LMF to UE/gNB indicating ground truth label and/or measurement, etc.
· report of the calculated metric and/or model monitoring decision
· Note2: other options (of monitoring methods, monitoring metrics, assistance signaling) are not precluded




Then the follow-up agreements of RAN1#112bis and RAN#113 are concrete agreements that are outcome of the study.
	Agreement (RAN1#112bis)
Regarding monitoring for AI/ML based positioning, at least the following entities are identified to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· gNB at least for Case 3a (with gNB-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)

Agreement (RAN1#113)
Regarding AI/ML model monitoring for AI/ML based positioning, the following entities are identified as candidates to derive monitoring metric in addition to entities from previous agreement
· LMF for Case 2a (with UE-side model) and Case 3a (with gNB-side model) at least when monitoring is based on provided ground truth label (or its approximation)




In TR 38.843 v1.1.0, the items resolved with concrete agreements are not clearly described. For example, the two agreements above from RAN1#112bis and RAN1#113 are not clearly described as outcome of the study. It is proposed that new sub-section(s) are created to capture the outcome of RAN1 study.

[bookmark: _Toc149923332]Adopt the following text proposal to TR 38.843 to capture concrete agreements separately from "items considered for study".

	======================= Start of text proposal to TR 38.843 v1.1.0 ====================
[bookmark: _Toc135002581][bookmark: _Toc137744873][bookmark: _Toc135002587][bookmark: _Toc137744879]7	Potential specification impact assessment
...
7.2.4	Positioning accuracy enhancements
Items considered for study the necessity, feasibility, potential specification impact:
<Unchanged text is omitted>
Training data generation for AI/ML based positioning:
-	The following options of entity and mechanisms to generate ground truth label are identified:
-	UE with estimated/known location generates ground truth label and corresponding label quality indicator
-	Based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods
-	At least for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
-	Network entity generates ground truth label and corresponding label quality indicator
-	Based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods 
-	At least for UE-assisted/LMF-based positioning with LMF-side model (Case 2b),  NG-RAN node assisted positioning with gNB-side model (Case 3a) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
-	At least PRU is identified to generate ground truth label for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
-	At least LMF with known PRU location is identified to generate ground truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
-	At least network entity with known PRU location is identified to generate ground truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)
-	Note: user data privacy needs to be preserved
-	The following options of entity to generate other training data (at least measurement corresponding to model input) are identified:
-	For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
-	PRU 
-	UE
-	For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
-	TRP
-	Note: transfer of training data from the entity generating training data to a different entity is not precluded and associated potential specification impact is to be considered

Training data collection for AI/ML based positioning:
Regarding data collection for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· Report from the label data generation entity
· Measurement (corresponding to model input)
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement 
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note 1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with collected data 
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with collected data and/or as LMF assistance signaling
· Note 2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· Note 3: whether and how the above information can be applied to different aspects of AI/ML LCM (e.g., training, updating, monitoring, etc.) can be discussed
· Note 4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective
· Note 5: If any specification impact is identified, the impact may be different between positioning use cases (Case 1/2a/2b/3a/3b).
· Note 6: the necessity of other information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection can be discussed

Model monitoring: 
-	Data for computing monitoring metric: 
-	If monitoring based on model output: e.g., estimated UE location corresponding to model output for direct AI/ML positioning, estimated intermediate parameter(s) corresponding to model output for AI/ML assisted positioning, ground truth label corresponding to model inference output for both direct and AI/ML assisted positioning
-	If monitoring based on model input: e.g., measurement corresponding to model inference input.
-	Assistance signalling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring.
-	Assistance signalling from UE/PRU for network-side model monitoring.
-	If certain type of data is necessary for computing monitoring metric:
-	How an entity can be used to provide the given type of data for calculating monitoring metric: companies requested to report their assumption of the entity (or entities) used to provide the given type of data for calculating monitoring metric for each case
-	Potential signalling for provisioning of the given type of data for calculating associated monitoring metric
-	Potential assistance signalling and procedure to facilitate an entity providing data for calculating monitoring metric
-	Potential UE-network interaction: e.g., model monitoring decision indication between UE and network
-	Entity to derive monitoring metric
-	UE at least for Case 1 and 2a (with UE-side model)
-	gNB at least for Case 3a (with gNB-side model)
-	LMF at least for Case 2b and 3b (with LMF-side model)
-	For AI/ML based positioning, LMF for Case 2a (with UE-side model) and Case 3a (with gNB-side model) is identified as the entity to derive the monitoring metric at least when monitoring is based on provided ground truth label (or its approximation).
-	If model monitoring does not require ground truth label (or its approximation).
...
Model Inference related: 
-	For direct AI/ML positioning (Case 2b and 3b), type of measurement(s) as model inference input considering performance impact and associated signaling overhead
-	Potential new measurement: CIR/PDP
-	Existing measurement: e.g., RSRP/RSRPP/RSTD
-	Note: details of potential new measurement and/or potential enhancement to existing measurement is to be studied. 
-	For AI/ML assisted positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a): 
-	Measurement report to carry model output to LMF
-	New measurement report: e.g., ToA, path phase
-	Existing measurement report: e.g., RSTD, LOS/NLOS indicator, RSRPP
-	Enhancement of existing measurement report: e.g., soft information/high resolution of RSTD 
-	At least the following types of model inference output are identified as candidates providing performance benefits:
	-	Timing estimation
-	Note: the report to LMF is derived based on and maybe different from the model inference output
-	LOS/NLOS indicator
-	Assistance signalling and procedure to facilitate model inference for both UE-side and Network-side model
-	RS configurations
LCM:
-	For AI/ML based positioning accuracy enhancement, at least for Case 1 and Case 2a (model is at UE-side) 
-	which aspects should be specified as conditions of a Feature/FG available for functionality-based LCM.
-	which aspects should be considered as additional conditions, and how to include them into model description information during model identification for model ID-based LCM.

The specification impact related to the following items is assessed: 
-	Types of measurement as model inference input
-	new measurement
-	existing measurement
-	UE is assumed to perform measurement as model inference input for Case 1, Case 2a and Case 2b; TRP is assumed to perform measurement as model inference input for Case 3a and Case 3b
-	Report of measurements as model inference input to LMF for LMF-side model (Case 2b and Case 3b)
-	For AI/ML assisted positioning, new measurement report and/or potential enhancement of existing measurement report as model output to LMF for UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a)
-	Assistance signalling and procedure to facilitate model inference for both UE-side and Network-side model
-	New and/or enhancement to existing assistance signalling
-	Note: whether such assistance signalling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed

For direct AI/ML positioning with LMF-side model (Case 2b and 3b), the following types of measurement report are identified if beneficial and necessary (e.g., tradeoff positioning accuracy requirement and signaling overhead), 
· Take into account that existing Rel-16/17 measurement and/or expected Rel-18 measurement report may contain timing, power and phase information of the channel response
· measurement report, which contains timing, power and phase information of the channel response
· At least for Case 3b
· Measurement report, which contains timing and power information of the channel response
· Measurement report, which contains timing information of the channel response
· Note: combinations of multiple measurement reports and/or post processing of the measurement reports are not precluded

7.2.4.1	Identified potential specification impact
Training data generation for AI/ML based positioning:
-	The following options of entity and mechanisms to generate ground truth label are identified:
-	UE with estimated/known location generates ground truth label and corresponding label quality indicator
-	Based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods
-	At least for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
-	Network entity generates ground truth label and corresponding label quality indicator
-	Based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods 
-	At least for UE-assisted/LMF-based positioning with LMF-side model (Case 2b),  NG-RAN node assisted positioning with gNB-side model (Case 3a) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
-	At least PRU is identified to generate ground truth label for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
-	At least LMF with known PRU location is identified to generate ground truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
-	At least network entity with known PRU location is identified to generate ground truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)
-	Note: user data privacy needs to be preserved
-	The following options of entity to generate other training data (at least measurement corresponding to model input) are identified:
-	For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
-	PRU 
-	UE
-	For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
-	TRP
-	Note: transfer of training data from the entity generating training data to a different entity is not precluded and associated potential specification impact is to be considered
Training data collection for AI/ML based positioning:
Regarding data collection for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· Report from the label data generation entity
· Measurement (corresponding to model input)
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement 
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note 1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with collected data 
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with collected data and/or as LMF assistance signaling
· Note 2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· Note 3: whether and how the above information can be applied to different aspects of AI/ML LCM (e.g., training, updating, monitoring, etc.) can be discussed
· Note 4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective
· Note 5: If any specification impact is identified, the impact may be different between positioning use cases (Case 1/2a/2b/3a/3b).
· Note 6: the necessity of other information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection can be discussed

Model monitoring: 
-	Entity to derive monitoring metric
-	UE at least for Case 1 and 2a (with UE-side model)
-	gNB at least for Case 3a (with gNB-side model)
-	LMF at least for Case 2b and 3b (with LMF-side model)
-	For AI/ML based positioning, LMF for Case 2a (with UE-side model) and Case 3a (with gNB-side model) is identified as the entity to derive the monitoring metric at least when monitoring is based on provided ground truth label (or its approximation).
Model Inference related: 
-	At least the following types of model inference output are identified as candidates providing performance benefits:
	-	Timing estimation
-	Note: the report to LMF is derived based on and maybe different from the model inference output
-	LOS/NLOS indicator
LCM:
For direct AI/ML positioning with LMF-side model (Case 2b and 3b), the following types of measurement report are identified if beneficial and necessary (e.g., tradeoff positioning accuracy requirement and signaling overhead), 
· Take into account that existing Rel-16/17 measurement and/or expected Rel-18 measurement report may contain timing, power and phase information of the channel response
· measurement report, which contains timing, power and phase information of the channel response
· At least for Case 3b
· Measurement report, which contains timing and power information of the channel response
· Measurement report, which contains timing information of the channel response
· Note: combinations of multiple measurement reports and/or post processing of the measurement reports are not precluded

<Unchanged text is omitted>
=======================  End of text proposal to TR 38.843 v1.1.0 ====================




2.4	Link-level simulations not evaluated
In TR38.843 v1.1.0, link level simulation assumption tables are provided for CSI and beam management use cases. 
· For CSI, in TR38.843 v1.1.0 section 6.2.1, Table 6.2.1-2 describes baseline link level simulation assumptions for AI/ML based CSI feedback enhancement evaluations.
· For beam management, in TR38.843 v1.1.0 section 6.3.1, Table 6.3.1-2 describes baseline Link Level Simulation assumptions for AI/ML in beam management evaluations.

However, no link level simulation was provided so far. If no link level simulation results are provided at the end of the study item, it is proposed that the link level simulation assumption tables and related texts are deleted from the TR.

[bookmark: _Toc149923333]If no link level simulation results are provided at the end of the study item, remove the link-level simulation assumptions tables for CSI (TR38.843 v1.1.0 section 6.2.1, Table 6.2.1-2) and beam management (TR38.843 v1.1.0 section 6.3.1, Table 6.3.1-2). As an example, the text proposal for CSI is provided.

	======================= Start of text proposal to TR 38.843 v1.1.0 ====================
[bookmark: _Toc135002573][bookmark: _Toc137744865]6.2.1	Evaluation assumptions, methodology and KPIs
For the performance evaluation of the AI/ML based CSI feedback enhancement, system level simulation approach is adopted as baseline. Link level simulations are optionally adopted.  
<Unchanged text is omitted>
Table 6.2.1-2 presents the baseline link level simulation assumptions for AI/ML based CSI feedback enhancement evaluations. 
Table 6.2.1-2: Baseline Link Level Simulation assumptions for AI/ML based CSI feedback enhancement evaluations
	Parameter
	Value

	Duplex, Waveform 
	FDD (TDD is not precluded), OFDM 

	Carrier frequency
	2GHz as baseline, optional for 4GHz

	Bandwidth
	10MHz or 20MHz

	Subcarrier spacing
	15kHz for 2GHz, 30kHz for 4GHz

	Nt
	32: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Nr
	4: (1,2,2,1,1,1,2), (dH,dV) = (0.5, 0.5)λ

	Channel model
	CDL-C as baseline, CDL-A as optional

	UE speed
	3kmhr, 10km/h, 20km/h or 30km/h to be reported by companies

	Delay spread
	30ns or 300ns

	Channel estimation
	Realistic channel estimation algorithms (e.g., LS or MMSE) as a baseline, FFS ideal channel estimation

	Rank per UE
	Rank 1-4. Companies are encouraged to report the Rank number, and whether/how rank adaptation is applied



<Unchanged text is omitted>
=======================  End of text proposal to TR 38.843 v1.1.0 ====================



2.5	How to treat "FFS" in TR?
In TR 38.843 v1.1.0, "FFS" in RAN1 agreements are largely left out. In RAN1#114bis, text proposals were agreed where "FFS" related to CSI evaluations are addressed. However, there is still an "FFS" point related to link level simulation assumptions of beam management evaluation. It should be discussed how to treat this FFS. 
Since this FFS is in Table 6.3.1-2 of section 6.3.1, one solution is to remove the entire Table 6.3.1-2 of section 6.3.1 if no link level simulation results are provided for beam management at the end of the study item.

[bookmark: _Toc149923334]RAN1 discuss and decide how to treat the FFS points in TR 38.843 v1.1.0. Update the relevant TR text accordingly.

Table 1. The remaining FFS point in TR 38.843 v1.1.0, after taking int account RAN1#114bis agreements.
	Section in TR 38.843 v1.1.0
	FFS text
	Comments

	6.3.1, Table 6.3.1-2: Baseline Link Level Simulation assumptions for AI/ML in beam management evaluations
		Channel model
	FFS:
LOS channel: CDL-D extension, DS = 100ns
NLOS channel: CDL-A/B/C extension, DS = 100ns
Companies to explain details of extension methodology considering spatial consistency.
Other channel models are not precluded.



	Since no company have provided any link-level simulations for the BM use case, our suggestion is to remove the link-level simulation assumptions all together. 



2.6 Description of generalization for CSI enhancement is wrong
The following description for generalization study is included in the TR.
	6.2.1	Evaluation assumptions, methodology and KPIs
...
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations:
-	Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then 
-	the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
-	Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
-	Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.



However, the description above (which corresponds to agreement made in RAN1#110) does not reflects the simulations done for CSI compression. The simulation assumptions were changed when the format of CSI_Table 2. Evaluation results for CSI compression with model generalization was agreed, but the revised simulation assumption does not seem to be explicitly captured in any summary. As a reference, the CSI evaluation results table (part of TR 38.843, CSI_Table 2. Evaluation results for CSI compression with model generalization ) has the following fields.
		Generalization Case 1
	Train (setting#B, size/k)

	
	Test (setting#B, size/k)



	Generalization Case 2
	Train (setting#A, size/k)

	
	Test (setting#B, size/k)



	Generalization Case 3
	Train (setting#A+#B, size/k)

	
	Test (setting#B, size/k)






Moreover, the following are examples of how the results are presented in the TR.
For Case 2: 
	From the results for the generalization verification of AI/ML based CSI compression over various deployment scenarios compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain deployment scenario#B and applied for inference with a same deployment scenario#B,
-	For generalization Case 2, generalized performance may be achieved for certain combinations of deployment scenario#A and deployment scenario#B but not for others:



For Case 3:
	-	For generalization Case 3, generalized performance of the AI/ML model can be achieved (0%~-4% loss or positive gain) for deployment scenario#B subject to any of UMa, UMi, and InH, if the training dataset is constructed with data samples subject to multiple deployment scenarios including deployment scenario#B, as observed by 15 sources.



Last, we note that the term “setting”, as used in the CSI_Table 2, might be more suitable since generalizations have been evaluated over, e.g., deployment scenarios, payload sizes, UE distributions, bandwidths, etc. Thus, we propose to change to the following description to accurately capture what has been agreed and evaluated (changes marked in red).
	======================= Start of text proposal to TR 38.843 v1.1.0 ====================
6.2.1	Evaluation assumptions, methodology and KPIs
<Unchanged text is omitted>

The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations:
-	Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A Setting#B, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A Setting#B.
-	Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A Setting#A, different from Setting#B, and then the AI/ML model performs inference/test on a dataset from Setting#B. different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
-	Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A Setting#B and a different dataset than Scenario#A/Configuration#A Setting#B, e.g., Scenario#B/Configuration#B Setting#A, and then the AI/ML model performs inference/test on a dataset from Setting#B. a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
-	Note: Companies to report the ratio for dataset mixing
-	Note: number of the multiple scenarios/configurations settings can be larger than two
-	Note: A Setting can be a scenario and/or a configuration, as further defined below.
To verify the generalization performance of an AI/ML model over various scenarios, the set of scenarios are considered focusing on one or more of the following aspects:
<Unchanged text is omitted>
=======================  End of text proposal to TR 38.843 v1.1.0 ====================



[bookmark: _Toc149923335]Adopt the above text proposal to TR 38.843 to accurately describe the generalization studies performed within the topic of CSI enhancements.

There is an analogous issue for the description of model fine-tuning, where the agreed and submitted tables states the following.
	Fine-tuning case (optional)
	Train (setting#A, size/k)

	
	Fine-tune (setting#B, size/k)

	
	Test (setting#B, size/k)



More specifically, the above statement in the table is notably in relation to the generalization study. Hence, the description of fine-tuning in the TR should be moved up and put just after the description of generalization and changed according to the following suggestion (changes marked in red).
	======================= Start of text proposal to TR 38.843 v1.1.0 ====================
6.2.1	Evaluation assumptions, methodology and KPIs
<Unchanged text is omitted>

For the evaluation of the potential performance benefits of model fine-tuning of CSI feedback enhancement, which is optionally assessed, the following case is considered:
-	The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A Setting#A, different from Setting#B, and then the AI/ML model is updated based on a fine-tuning dataset from Setting#B. different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a dataset from Setting#B. different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B. 
-	In this case, the fine-tuning dataset setting (e.g., size of dataset) is to be reported along with the improvement of performance.
-	Note: Finte-tuning and the interpretation of Setting#B and Setting#A should be put in relation to a corresponding generalization study.
<Unchanged text is omitted>
=======================  End of text proposal to TR 38.843 v1.1.0 ====================



[bookmark: _Toc149923336]Adopt the above text proposal to TR 38.843 and move the text on fine-tuning to just after the text of model generalization, to accurately describe studies within the topic of CSI enhancements.

With the above correction added, the separate note on what generalization means for model monitoring using a proxy-model can be removed. The following text is no longer needed since the study follows the same principles as the other generalization studies.
	======================= Start of text proposal to TR 38.843 v1.1.0 ====================
6.2.2.1	1-on-1 joint training for CSI compression
<Unchanged text is omitted>
· Note: for the complexity and overhead analysis:
· Case 2-1/Case 2-2 have smaller air-interface overhead for UE report for monitoring compared with Case 1. Overhead of proxy model from LCM perspective, if any, is not evaluated.
· The complexity aspect for Case 1, Case 2-1 and Case 2-2  is not evaluated.
-	Note: “Generalization Case 1” means the proxy model is trained based on training dataset from one Scenario#A, and then tested for monitoring on a dataset from the same Scenario#A. “Generalization Case 2” means the proxy model is trained based on training dataset from one Scenario#B, and then tested for monitoring on a dataset from a different Scenario#A. “Generalization Case 3” means the proxy model is trained based on mixing datasets from multiple scenarios including Scenario#A, and then tested for monitoring on the dataset from Scenario#A.
-	Note: two sources observed averaging on the test samples improves the monitoring accuracy.

<Unchanged text is omitted>
=======================  End of text proposal to TR 38.843 v1.1.0 ====================



[bookmark: _Toc149923337]In TR 38.843, remove the duplicate note on what the generalization cases means for model monitoring using a proxy model, for CSI compression.

2.7	Evaluation-related issues not investigated
Some evaluation-related issues were described in RAN1 agreements but are not investigated in the study item in the end. RAN1 should discuss how to address such issues in the TR. One option is to add clarification texts like "This issue was not investigated in the study item", "no evaluation results were submitted for xxx".

[bookmark: _Toc149923338]RAN1 discuss and decide how to treat the evaluation-related issues that were not investigated in RAN1 study. Update the relevant TR text accordingly.

Table 1. The evaluation-related issues that were described in RAN1 agreement and in TR 38.843 v1.1.0, but were not investigated in RAN1 study.
	Section in TR 38.843 v1.1.0
	Issues described in TR 38.843 v1.1.0 but not studied
	Comments

	6
	"- Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. "
	No conclusion on whether the field data is needed. No field data was endorsed for the evaluations.

	6
	"- Consider agreed-upon base AI model(s) for calibration"
	No AI models were agreed for calibration.

	6.4.1
	"- Vertical accuracy can be optionally reported"
	No vertical accuracy was reported by companies.



2.8	KPIs not evaluated
In RAN1#110 and RAN1#110bis-e, a list of common KPIs were agreed, and the list is captured in TR38.843 v1.1.0 section 6.1.

	Agreement
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
1. Performance
0. Intermediate KPIs
0. Link and system level performance 
0. Generalization performance
1. Over-the-air Overhead
0. Overhead of assistance information
0. Overhead of data collection
0. Overhead of model delivery/transfer
0. Overhead of other AI/ML-related signaling
1. Inference complexity
0. Computational complexity of model inference: FLOPs
0. Computational complexity for pre- and post-processing
0. Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
1. Training complexity
1. LCM related complexity and storage overhead
2. FFS: specific aspects
1. FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIs
Note: Use-case specific KPIs may be additionally considered for the given use-case. 


Agreement
The following are additionally considered for the initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Clarification on inference complexity
· Note: Inference complexity includes complexity for pre- and post-processing.
· LCM related complexity and storage overhead
· Storage/computation for training data collection.
· Storage/computation for training and model update
· Storage/computation for model monitoring.
· Storage/computation for other LCM procedures, e.g., model activation, deactivation, selection, switching, fallback operation.
· FFS: Power consumption, latency (e.g., Inference latency)




The model monitoring KPIs were agreed in RAN1#110bis-e as shown below. 
	Agreement (RAN1#110bis-e)
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
· FFS: Power consumption
· Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures



In the Rel-18 study item, no rigorous evaluations were done to examine the yellow-highlighted KPIs listed above. 
Considering the above situation, RAN1 should discuss and decide how to treat the KPIs not evaluated in TR 38.843. This is because such KPIs are explicitly described in the TR for evaluations, see section 6.1 "Common evaluation methodology and KPIs" of [1]. It is confusing that they are listed but never evaluated. One solution is to spell out in the TR the KPIs not evaluated for each use case. 

[bookmark: _Toc146572334][bookmark: _Toc149923339]RAN1 discuss and decide how to treat the KPIs not evaluated in TR 38.843. One solution is to spell out in the TR the agreed KPIs that have not been evaluated for each use case.

2.9	Missing abbreviations
In section 3.3 of TR 38.843, the abbreviation list is incomplete. It is proposed to update the list of abbreviations as shown in the text proposal below.
[bookmark: _Toc149923340]Adopt the following text proposal to TR 38.843 to update the list of abbreviations.

	======================= Start of text proposal to TR 38.843 v1.1.0 ====================
[bookmark: _Toc135002561][bookmark: _Toc137744852]3.3	Abbreviations
<Unchanged text is omitted>
AI	Artificial Intelligence
API	Application Programming Interface
BM	Beam Management
CIR	Channel Impulse Response
CNN	Convolutional Neural Network
CSI	Channel State Information
DL	Downlink
DP	Delay profile
EVM	Evaluation Methodology
FLOPS	Floating Point per Second
GCS	Generalized Cosine Similarity
KPI	Key Performance Indicator
L1-RSRP	Layer 1 reference signal received power 
LCM	Life Cycle Management
LLS	Link Level Simulations
LMF	Location Management Function
LOS	Line-of-Sight
LPP	LTE Positioning Protocol
ML	Machine Learning
NLOS	Non-Line-of-Sight
NMSE	Normalized Mean Square Error
NRPPa	NR Positioning Protocol A
PDP	Power Delay Profile
PRS	Positioning Reference Signals
RNN	Recurrent Neural Network
RRC	Radio Resource Control
RSRPP	Reference Signal Received Path Power
RSTD	Reference Signal Time Difference
SGCS	Squared Generalized Cosine Similarity
SLS	System Level Simulations
SRS	Sounding Reference Signal
TRP	Transmission-Reception Point
UPT	User Perceived Throughput

<Unchanged text is omitted>

=======================  End of text proposal to TR 38.843 v1.1.0 ====================




2.10 Miscellaneous
Moreover, there are some editorial issues with TR 38.843 v1.1.0. Updates are needed to improve the TR quality.
· Some tables are not numbered. Table numbering and captions need to be added. This includes: the collaboration level table in section 4.3.
· Some figures are not numbered. Figure numbering and captions need to be added. This includes: the figure showing the TRP indices in section 6.4.1.
· Add "Type 3" to clearly describe the Type 3 training results. In the evaluation of two-sided CSI compression, we find 7 observations for Type 3 training results (e.g., UE first/NW first, same backbone/different backbone, 1-on-1 / multi-vendor etc.). However, these observations do not explicitly mention that it is Type 3 training. A description such as, e.g., “For the evaluation of NW/UE first separate training[…]” would be easier to understand, and search for, if it was changed to “For the evaluation of Type 3 NW/UE first separate training[…]”. This would be analogous to how the Type 2 training results are described.
· The following sub-bullet in 4.2 has wrong indention. Correct the wrong indention or move the sub-bullet to a later paragraph.
“Including: Decision by the network (either network initiated or UE-initiated and requested to the network), decision by the UE (event-triggered as configured by the network, UE’s decision reported to the network, or UE- autonomous either with UE’s decision reported to the network or without it”
· Also: We see no need to explicitly state what each main bullet might comprise in this introductory section. Propose to move this “Including:… ” sub-bullet to a later paragraph.
· The TR is using both the terms “ground truth CSI” (10 places) and “ground-truth CSI” (18 places). Aligning to a single way of writing it would simplify the work finding related definitions and evaluations across the TR.
· The term “target CSI” is used in 7 places, without a clear definition. Recommend to either change all instances of “target CSI” to “ground-truth CSI”, or to add a note, e.g., in the Terms list, that states that “The terms ground-truth CSI and target CSI can be used interchangeably.”
· It is our understanding that “ground-truth CSI” and “target CSI” are the same. For target CSI, it is twice mentioned as “target CSI from ideal channel”, and versions of “target CSI with/from realistic channel measurement/estimation” is used in 5 places. However, considering ground-truth CSI derivation it can also be done either from an ideal channel matrix or from realistic measurements/estimation.
· To further exemplify, the intermediate KPIs are described as:
“to derive the intermediate KPI(s) (e.g., accuracy of AI/ML output CSI) for the purpose of AI/ML solution comparison. If realistic DL channel estimation is considered, CSI accuracy is calculated using the target CSI from ideal channel and the output CSI from the realistic channel estimation”
And we suspect all companies interpreted this are “ground-truth CSI”.

Moreover, NW side monitoring is described in both the following way:
“Case 1: NW side monitoring of intermediate KPI, where the monitoring accuracy is evaluated for a given ground-truth CSI format (e.g., quantized ground-truth CSI with 8 bits scalar, R16 eType II-like method, etc.) or SRS measurements, where
	-	 is calculated with the output CSI at the NW side and the given ground-truth CSI format or SRS measurements.
	-	 is calculated with output CSI (as for ) and the ground-truth CSI of Float32”
As well as in the this way:
“The following intermediate KPI-based model monitoring options were proposed by companies: -NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side.”

While UE sided monitoring is described in this way:
“Case 2-1: the proxy model is a proxy CSI reconstruction part, and  is calculated based on the inference output of the proxy CSI reconstruction part at UE and the ground-truth CSI.”

Thus, we recommend the editor to either change all instances of “target CSI” to “ground-truth CSI”, or to add a note, e.g., in the Terms list, that states that
“The terms ground-truth CSI and target CSI can be used interchangeably.” 

[bookmark: _Toc149923341]Adopt the above suggested miscellaneous changes to TR 38.843.

3	Potential conclusions/recommendations for the study item
Regarding potential conclusions and recommendations based on RAN1 study, text proposals are provided below for the general framework and the CSI use case. It is noted that conclusions/recommendations have been agreed or accepted as working assumption in RAN1#114bis for the beam management and the positioning use cases. 

3.1	Potential conclusions for general framework
The following text proposal is provided for section 8 of TR 38.843 on the general framework.
[bookmark: _Toc146867893][bookmark: _Toc149923342]Adopt the following text proposal to TR 38.843 for conclusion on general framework.

	======================= Start of text proposal to TR 38.843 v1.1.0 ====================
[bookmark: _Toc135002598][bookmark: _Toc137744890]8	Conclusions
For the general AI/ML framework, the recommendation is provided below based on the investigation in the study item:
· Functionality-based LCM and identification are prioritized for Rel-19 work item;
· Support model delivery (y) in Rel-19 work item. Deprioritize model transfer (z1-z5).

=======================  End of text proposal to TR 38.843 v1.1.0 ====================




3.2	Potential conclusions for CSI feedback enhancement
Below we provide the potential conclusions for section 8 of TR 38.843 for CSI feedback enhancement use cases. The detailed analysis for each use case can be found in our discussion paper [2]. 
[bookmark: _Toc149923343]Adopt the following text proposal to TR 38.843 for conclusion on CSI feedback enhancement.

	======================= Start of text proposal to TR 38.843 v1.1.0 ====================
8	Conclusions
For the use case of CSI feedback enhancement, from RAN1 perspective, the recommendation is provided below based on the investigation in the study item:
· Do not include CSI compression use case in Rel-19 normative work on AI/ML for PHY.

· For AI-based UE-sided CSI prediction use case, from RAN1 perspective, at least the following are recommended for normative work:
· Necessary signaling/mechanism(s) to facilitate data collection, model inference and performance monitoring.
· Signaling/mechanism(s) to facilitate necessary LCM operations via 3GPP signaling.
=======================  End of text proposal to TR 38.843 v1.1.0 ====================



Conclusion
Based on the discussion in the previous sections we propose the following:
Proposal 1	Adopt the following text proposal to TR 38.843 to capture missing agreements and conclusions.
Proposal 2	Adopt the following text proposal to TR 38.843 to capture concrete agreements separately from "items considered for study".
Proposal 3	If no link level simulation results are provided at the end of the study item, remove the link-level simulation assumptions tables for CSI (TR38.843 v1.1.0 section 6.2.1, Table 6.2.1-2) and beam management (TR38.843 v1.1.0 section 6.3.1, Table 6.3.1-2). As an example, the text proposal for CSI is provided.
Proposal 4	RAN1 discuss and decide how to treat the FFS points in TR 38.843 v1.1.0. Update the relevant TR text accordingly.
Proposal 5	Adopt the above text proposal to TR 38.843 to accurately describe the generalization studies performed within the topic of CSI enhancements.
Proposal 6	Adopt the above text proposal to TR 38.843 and move the text on fine-tuning to just after the text of model generalization, to accurately describe studies within the topic of CSI enhancements.
Proposal 7	In TR 38.843, remove the duplicate note on what the generalization cases means for model monitoring using a proxy model, for CSI compression.
Proposal 8	RAN1 discuss and decide how to treat the evaluation-related issues that were not investigated in RAN1 study. Update the relevant TR text accordingly.
Proposal 9	RAN1 discuss and decide how to treat the KPIs not evaluated in TR 38.843. One solution is to spell out in the TR the agreed KPIs that have not been evaluated for each use case.
Proposal 10	Adopt the following text proposal to TR 38.843 to update the list of abbreviations.
Proposal 11	Adopt the above suggested miscellaneous changes to TR 38.843.
Proposal 12	Adopt the following text proposal to TR 38.843 for conclusion on general framework.
Proposal 13	Adopt the following text proposal to TR 38.843 for conclusion on CSI feedback enhancement.
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