Page 4
Draft prETS 300 ???: Month YYYY
3GPP TSG RAN WG1 #115	Tdoc R1-2310905
Chicago, USA, November 13th – November 17th, 2023

Agenda Item:	5
Source:	Ericsson
Title:	Discussion of SA2 LS on AI/ML Core Network Enhancements
Document for:	Discussion, Decision

1	Introduction
In [1], SA2 sent an LS to RAN/RAN1/RAN2/RAN3 on whether there is any requirement for SA2 to support AI/ML for air interface and NG-RAN in RAN. 
In this contribution, we discuss the question from SA2 and provide draft LS response to SA2.
[bookmark: _Ref178064866]2	Discussion
The SA2 LS is related to NOTE B of WT1 in S2-2310034 [2]. In the following, WT1 of S2-2310034 [2] is copied.
	-	WT#1: AI/ML cross-domain coordination aspects
· Study enhancements to support AI enabled RAN based on conclusions of the RAN study. The WT will discuss whether and how to support the cross domain (i.e. UE, RAN, 5GC, OAM and AF) collaborative AI/ML mechanisms to support the UE, the RAN, the 5GC and the AF for the aspects described by the work tasks below. The WT will also discuss interaction/coordination with RAN to support the AI enabled RAN framework:  
 
· WT1.1 – Study enhancements to UE data collection framework. Study whether and how to enhance UE data collection framework to meet requirements for RAN AI support for air interface operation (for RAN). This includes identifying what benefit can be achieved from enhanced UE data collection for 5GC, and the potential impacts on the 5G framework, including potential enhancements to policy control. Regarding the radio related data collected from UE or RAN, e.g, channel status information and beam information, the WT will also discuss the data leakage from the operator's domain which should be avoided.

· WT1.2 – Study 5GC support for AI/ML model and information sharing with the UE. Study whether (and how) to support model transfer/delivery to the UE according to RAN1/RAN2 considerations, including potential enhancements to policy control. Whether and what entities or functions transfer the AI/ML model or information to the UE will be studied as part of the work. This WT will also discuss the data leakage from the operator's domain which should be avoided.

· WT1.3: Study whether and how to support the alignment of model identification and model management between SA2 and RAN. Work will be based on the possible requirements defined by RAN1 and RAN2. 
· WT1.4: Study whether and how to support interaction/coordination with RAN3 to support the AI enabled NG-RAN framework (i.e. AI/ML for NG-RAN in Rel-18). Work will be based on possible requirements from RAN3. 
· WT1.5: Study whether and how to consider enhancements to LCS to support AI/ML based Positioning.
NOTE A: The work will not modify the architectural principle that a service-based architecture only applies for 5GC.
NOTE B: Whether SA2 will study WT1 and the content of WT1 will depend on and follow RAN study and conclusions. WT1 and associated TUs will be revised to align to RAN study conclusions, when RAN reaches such conclusions. 
NOTE C: Further alignment with SA5 for the AI/ML Functional framework may be required.
NOTE D: security aspects are in the scope of SA3, however architectural aspects related to security enhancements will be discussed in this WT.
NOTE E: The model management will follow the framework as defined by RAN.



In the above, WT1.4 is clearly for RAN3 only. Thus WT1.4 is not relevant to RAN1 and does not need to be discussed by RAN1. In the following, we discuss WT1.1, 1.2, 1.3, 1.5.

2.1 WT1.1: Study enhancements to UE data collection framework
For WT1.1, UE data collection is handled by RAN2 within RAN working groups. RAN2 sent an LS on data collection requirements and assumptions [3] to RAN1. RAN1 has replied to RAN2 LS with [4] (Part A) and [5] (Part B). Any need to coordinate between RAN and SA2 on UE data collection can be handled by RAN2, which is also listed as "To:" in the SA2 LS.
In summary, there is no RAN1 specific requirements to be sent to SA2, and RAN1 can reply correspondingly.
[bookmark: _Toc149924097]Regarding WT1.1, RAN1 has not identified any requirements for SA2 work. It is RAN1 understanding that RAN2 can send requirements (if any) to SA2 if UE data collection framework need SA2 work to meet requirements for RAN AI support.
2.2 WT1.2: Study 5GC support for AI/ML model and information sharing with the UE

For model delivery/transfer, RAN1 made the following agreements.
	Working Assumption (RAN1#110bis-e)
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.

Agreement (RAN1#112)
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 

Agreement (RAN1#113)
In model delivery/transfer Case z4, the “known model structure” means an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support.
In model delivery/transfer Case z5, the “unknown model structure” means any other model structure not covered in z4, including any model structure that is only partially known. 

Agreement (RAN1#114)
· When a model of a known structure at UE (e.g., Case z4) is transferred from NW, the new model being identified (e.g., via Type B2) has the same structure as an previously identified model at the Network and UE
· Note: the need of model transfer will be discussed separately



In RAN1 discussion, it was generally understood that model delivery (case y) is feasible, where model delivery (if needed) is over-the-top and has no impact to 3GPP signalling. Regarding model transfer, there is no agreement in RAN1 whether any of the model transfer cases (z1- z5) needs to be supported. Thus RAN1 can respond with the following. 
[bookmark: _Toc149924098]Regarding WT1.2, RAN1 has discussed model delivery and model transfer. For model delivery, the model is sent to UE over-the-top, and no impact to 3GPP signalling is expected. For model transfer, there is no conclusion in RAN1 whether model transfer needs to be supported or not. RAN1 has not identified any requirement to SA2 on WT1.2.
2.3 WT1.3: Study whether and how to support the alignment of model identification and model management between SA2 and RAN
For model identification and model management, RAN1 has made the following agreements.
	Agreement (RAN1#112)
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 

Agreement (RAN1#112bis)
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.

Conclusion (RAN1#112bis)
From RAN1 perspective, it is clarified that an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.
· When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.

Agreement (RAN1#112bis)
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.

Agreement (RAN1#113)
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.

Agreement (RAN1#113)
· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2

Agreement (RAN1#114)
· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: Using a procedure other than UE capability report
· Note: The support and applicability of model identification Type A is a separate discussion.

Agreement (RAN1#114)
· Model ID in RAN1 discussion may or may not be globally unique, and different types of model IDs may be created for a single model for various LCM purposes. 
· Note: Details can be studied in the WI phase.

Agreement (RAN1#114bis)
· Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.



As seen above, the necessity of model identification is to be studied for UE-side or UE-part of two-sided models, i.e., there is no RAN1 conclusion on the necessity.
Furthermore, for model identification Type A, the model is identified without over-the-air signalling. Thus there is no requirement to SA2 for Type A. For model identification Type B1 and B2, the model is identified via over-the-air signalling. However, there is no convergence in RAN1 whether Type B1 or B2 is needed. RAN1 agreement also noted that the details of model ID can be studied in the WI phase. 
In summary, so far RAN1 has no requirement to SA2 for WT1.3.
[bookmark: _Toc149924099]Regarding WT1.3, RAN1 has not concluded on the necessity of model identification for UE-side or UE-part of two-sided models. RAN1 has discussed model identification Type A and Type B1, B2. For model identification Type A, the model is identified without over-the-air signalling and no requirement to SA2 is expected. For model identification Type B1 and B2, the model is identified via over-the-air signalling. RAN1 has not concluded on the need of Type B1 and/or B2. 
2.4 WT1.5: Study whether and how to consider enhancements to LCS to support AI/ML based Positioning
For WT1.5, RAN1 has had extensive investigation of AI/ML based positioning. Currently all discussion on the potential specification impact is within the scope of RAN working groups (i.e., TS 38.xxx). Potential specification impact is discussed for entities such as UE, PRU, NG-RAN, LMF, and the related lower-layer procedures. No enhancement to LCS higher-layer architecture/procedure/etc is identified by RAN1 which requires SA2 work.
[bookmark: _Toc149924100]Regarding WT1.5, RAN1 has not identified any enhancements to LCS that require SA2 work.

3	Draft reply to SA2 LS
Based on the discussion above, the draft reply to SA2 LS [1] is provided below.
[bookmark: _Toc149924101]RAN1 reply to SA2 LS with the draft response below.
	For SA2 LS (S2-2311921) on AI/ML Core Network enhancements, RAN1 has the following reply.
· For WT1.1, RAN1 has not identified any requirements for SA2 work. It is RAN1 understanding that RAN2 can send requirements (if any) to SA2 if UE data collection framework need SA2 work to meet requirements for RAN AI support.
· For WT1.2, RAN1 has discussed issues related to model delivery and model transfer. RAN1 has not identified any requirement to SA2 on WT1.2.
· For WT1.3, RAN1 has discussed issues related to model identification. RAN1 has not identified any requirement to SA2 on WT1.3.
· WT1.4 is not relevant to RAN1.
· For WT1.5, RAN1 has not identified any enhancements to LCS that require SA2 work.

In summary, RAN1 does not have any agreement or conclusion from Rel-18 study item FS_NR_AIML_air that require SA2 work for WT1 of S2-2310034.



Conclusion
In this contribution, analysis was provided for RAN1 response to SA2 LS [1]. It is proposed that the draft reply is adopted by RAN1 in response to SA2.

Proposal 1	Regarding WT1.1, RAN1 has not identified any requirements for SA2 work. It is RAN1 understanding that RAN2 can send requirements (if any) to SA2 if UE data collection framework need SA2 work to meet requirements for RAN AI support.
Proposal 2	Regarding WT1.2, RAN1 has discussed model delivery and model transfer. For model delivery, the model is sent to UE over-the-top, and no impact to 3GPP signalling is expected. For model transfer, there is no conclusion in RAN1 whether model transfer needs to be supported or not. RAN1 has not identified any requirement to SA2 on WT1.2.
Proposal 3	Regarding WT1.3, RAN1 has not concluded on the necessity of model identification for UE-side or UE-part of two-sided models. RAN1 has discussed model identification Type A and Type B1, B2. For model identification Type A, the model is identified without over-the-air signalling and no requirement to SA2 is expected. For model identification Type B1 and B2, the model is identified via over-the-air signalling. RAN1 has not concluded on the need of Type B1 and/or B2.
Proposal 4	Regarding WT1.5, RAN1 has not identified any enhancements to LCS that require SA2 work.
Proposal 5	RAN1 reply to SA2 LS with the draft response below.
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