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Introduction
In this contribution, we discuss aspects related to the relation between pairing information and model-ID, the need for model-ID based LCM for two-sided models, the pros and cons of different training types, and potential specification impact for AI/ML-based CSI feedback enhancement.
Model ID and pairing ID: Relation to general framework
In the general framework agenda and in RAN2, model-ID based LCM has been discussed for several meetings, and good progress has been made regarding this framework. The following agreements have been made:
	RAN1 #110-bis-e Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations
· FFS: Detailed discussion of model ID with associated information and/or model functionality.
· FFS: usage of model ID with associated information and/or model functionality based LCM procedure
· FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations
RAN2 #119bis-e agreement
R2 assumes that a model is identified by a model ID. Its usage is FFS.
RAN2 #119bis-e agreement
R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.
RAN1 #111 Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Funtionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs

RAN1 #111 Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



RAN2 #120 agreement
R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery.
RAN2 #120 agreement
R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed).
RAN1 #112 Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 
RAN2 #120 agreement
R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery.
RAN2 #120 agreement
R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed).
RAN2 #121 agreement
RAN2 assumes that Model ID is unique “globally”, e.g., in order to manage test certification each retrained version need to be identified

RAN1 #112-bis-e Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.

RAN1 #112-bis-e Conclusion
From RAN1 perspective, it is clarified that an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.
· When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.

RAN1 #112-bis-e Agreement
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.

RAN2 #121-bis-e Agreement
R2 assumes that Information such as FFS:vendor info, applicable conditions, model performance indicators, etc. may be required for model management and control, and should, as a starting point, be part of meta information. 

RAN2 #121-bis-e Agreement
Model ID can be used to identify model or models for the following LCM purposes:
model selection/activation/deactivation/switching (or identification, if that will be supported as a separate step).
(e.g. for so called “model ID based LCM”)
If model transfer/delivery is supported, model ID can be used for model transfer/delivery LCM purpose.

RAN2 #121-bis-e Agreement
How to achieve globality of the Model ID is FFS. 
Initial discussion in RAN2: the following global unique model ID definition directions can be considered as a starting point:
Direction1: Pre-defined/hard-coded global unique model ID 
Direction3: Assigned global unique model ID via specific ID management node.
Note: Other global unique model ID definition is not precluded.
Model ID structure, if any, is FFS

RAN1 #113 Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.

RAN1 #113 Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.

RAN1 #113 Agreement
· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2



In RAN1#114 [7], the following observation was agreed regarding the options to define the pairing information used to enable a UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the gNB:
	Observation
In CSI compression using two-sided model use case, at least the following options have been proposed by companies to define the pairing information used to enable the UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the gNB: 
· Option 1: The pairing information is in the forms of the CSI reconstruction model ID that NW will use. 
· Option 2: The pairing information is in the forms of the CSI generation model ID that the UE will use. 
· Option 3: The pairing information is in the forms of the paired CSI generation model and CSI reconstruction model ID. 
· Option 4: The pairing information is in the forms of by the dataset ID during type 3 sequential training. 
· Option 5: The pairing information is in the forms of a training session ID to a prior training session (e.g., API) between NW and UE. 
· Option 6: The pairing information is up to UE/NW offline co-engineering alignment, transparent to 3GPP specification. 
· Note: the disclosure of the vendor information during the model pairing procedure and model identification procedure should be considered.
· Note: If each UE side model is compatible with all NW side model, the information is not needed for the UE. 
Note: Above does not imply there is a need for a central entity for defining/storing/maintaining the IDs.  



The need for pairing information
The observation above includes a note: “Note: If each UE side model is compatible with all NW side model, the information is not needed for the UE.”
Many of the training types, such as NW-side Type 1, NW-first Type 2 sequential, and NW-first Type 3 training, are initiated or managed by the NW-side. In these cases, each NW-vendor may create a CSI reconstruction model (decoder) independently, and a UE will need to use a different CSI generation model (encoder) when communicating with a gNB from a different vendor. Developing a common encoder that is compatible with different decoders may introduce burden on the training collaboration. In addition, it may increase the complexity requirements on the UE-side encoder. 
If a UE needs to select a different encoder depending on the gNB vendor, then there is a clear need for pairing information to be signaled to the UE in order to ensure compatibility.
[bookmark: _Toc146882163][bookmark: _Toc146883112][bookmark: _Toc146883659] NW-side or NW-first training types are likely to require a UE to select a different encoder for different vendors’ gNBs. In that case, such training types can be supported only if pairing information is provided to the UE.
Even for a given NW-side, the NW-side may have multiple NW-side models (such as deployment-specific models, or multiple versions of a model) and correspondingly requiring multiple UE-side models. While generalization studies for two-sided CSI compression show reasonable generalization performance, we cannot confidently anticipate real world deployment to fully generalize and NOT have a signaling that allows for multiple models via model ID. 
[bookmark: _Toc146883113][bookmark: _Toc146883660] A single model may not generalize to all scenarios in real deployments, and therefore specification should have signaling that allows for multiple models via model ID.
Pairing ID is a special case of a model ID
[image: ]
Figure 1: Pairing ID is a special case of model ID
During inference time, the pairing ID based on any of the options listed in the observation agreed in RAN1#114 [7] should provide sufficient information to a UE to select a CSI generation model (encoder) that will be compatible with the CSI reconstruction model (decoder) on the NW-side. Note that a UE may have more than one physical model that is compatible with the same decoder, but the NW considers them to be the same logical model. In this sense, the pairing ID enables the UE to select a unique logical model. 
As a result, the pairing ID can serve as a model ID from a life-cycle management perspective. Thus, model-ID based LCM should be used for CSI compression using two-sided model.
[bookmark: _Toc146882164][bookmark: _Toc146883114][bookmark: _Toc146883661] Any UE-side physical model that is compatible with the same CSI reconstruction model of the NW can be considered to be the same logical model identified by the same pairing ID.
[bookmark: _Toc146882363][bookmark: _Toc146883797] The pairing ID enables the UE to select a unique logical model for CSI generation that is compatible with the NW-side CSI reconstruction model. As a result, the pairing ID is a special case of a model ID.

Model-ID based LCM for two-sided models
Since pairing ID is a special case of a model ID, all the agreements on the model-ID based LCM framework readily apply to the pairing of two-sided models. 
[bookmark: _Toc146882364][bookmark: _Toc146883798]Model-ID based LCM is needed for pairing of two-sided models.
[bookmark: _Toc146882365][bookmark: _Toc146883799]The model-ID based LCM framework should be adopted for CSI compression using two-sided model.
The following are snippets of relevant agreements from RAN1:
· “model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.”
· “For AI/ML model identification 
Models are identified by model ID at the Network. UE indicates supported AI/ML models.”
· “In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID.”
· “Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.”
When applied to pairing, this provides a general framework for pairing of two-sided models:
· The NW uses pairing ID as a model ID to identify a UE-side model that is compatible with a decoder.
· A pairing ID may be associated with specific configurations or conditions and additional conditions (scenarios, sites, datasets) as determined/identified between UE-side and NW-side.
· The UE indicates supported pairing IDs.
· The UE may report updates to applicable pairing IDs.
· The NW or UE may activate/deactivate/select/switch pairing IDs.
Based on this discussion, we have the following proposal:
[bookmark: _Toc146883800][bookmark: _Toc146883801][bookmark: _Toc146883802][bookmark: _Toc146883803][bookmark: _Toc146883804][bookmark: _Toc146883805][bookmark: _Toc146883806][bookmark: _Toc146883807]Adopt the following principles for CSI compression using two-sided models based on agreements in the General Framework agenda:
· [bookmark: _Toc146883808]A pairing ID is a special case of a logical model ID. The NW uses a model ID to indicate pairing information to identify a UE-side (logical) model that is compatible with a decoder.
· [bookmark: _Toc146883809][bookmark: _Toc146883810]A pairing ID (model ID) may be associated with specific configurations or conditions and additional conditions (scenarios, sites, datasets) as determined/identified between UE-side and NW-side.
· [bookmark: _Toc146883811]An AI/ML model identified by a model ID (pairing ID) may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.
· [bookmark: _Toc146883812](For Type A model identification): Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling.
· [bookmark: _Toc146883813]The model may be assigned with a pairing ID (model ID) during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· [bookmark: _Toc146883814][bookmark: _Toc146883815]UE can indicate supported AI/ML pairing IDs (model IDs) for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· [bookmark: _Toc146883816]The UE may report updates to applicable pairing IDs (model IDs).
· [bookmark: _Toc146883817]The NW or UE may activate/deactivate/select/switch pairing IDs (model IDs).

Pairing and model identification
As another example, the agreement on different types of model identification readily applies to alignment of pairing information of two-sided models. Type A model identification is defined in the agreement from RAN1#113 as follows:
· “Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs”

For each of the pairing options in the above observation, Type A model identification can be applied to derive common understanding between the NW and the UE on the pairing ID:
· Option 1 (CSI reconstruction model ID that NW will use): 
· In one-to-many NW-side Type 1 offline training a single decoder and multiple encoders may be developed. The NW-side may assign a pairing ID to the encoder models based on the common decoder model. This pairing ID can be provided by the NW-side to the UE-side to achieve common understanding using Type A model identification for use during inference.
· Option 2 (CSI generation model ID that the UE will use):
· Correspondingly, in UE-side Type 1 offline training, the UE-side may assign a pairing ID to the encoder model. This pairing ID can be provided by the UE-side to the NW-side achieve common understanding using Type A model identification for use during inference.
· Option 3 (paired CSI generation model and CSI reconstruction model ID)
· In Type 2 offline training, the NW-side and UE-side may develop a pair of encoder and decoder models in a single training session through training collaboration. During this collaboration, a pairing ID may be assigned jointly by NW-side and UE-side based on the pair of models, and thus common understanding of the pairing ID may be achieved using Type A model identification.
· Option 4: (the dataset ID)
· For NW-first Type 3 training, the NW may provide a dataset ID along with the dataset to the UE-side with the common understanding that encoders developed by the UE-side based on this dataset can be identified by this ID. Similarly, for UE-first training, the UE-side may provide a dataset ID with the common understanding that the encoder associated with this dataset ID is compatible with any decoders derived from this dataset. Thus, common understanding of the pairing ID may be achieved using Type A model identification.
· Option 5: training session ID to a prior training session (e.g., API) between NW and UE. 
· In Type 2 offline training, the NW-side and UE-side may develop a pair of encoder and decoder models in a single training session through training collaboration. A pairing ID may be derived jointly by NW-side and UE-side based on the training session ID, and thus common understanding of the pairing ID may be achieved using Type A model identification.
The only requirement on the pairing information used to achieve the compatibility of models between the UE and NW side is that there should be common understanding between both sides on how the UE should map the pairing information to a CSI generation model. This can be achieved during model identification as discussed above. How the pairing information is derived need not be standardized to achieve inter-operability.
[bookmark: _Toc146882367][bookmark: _Toc146883818] How the pairing information is derived is up to UE/NW offline co-engineering alignment, transparent to 3GPP specification, and alignment can be achieved as part of the model identification step.
Data collection
The following was agreed in RAN1#110 [1] regarding potential specification impact related to training data collection:
	Agreement
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact,  for data collection for AI/ML model training/inference/update/monitoring:
· Assistance signaling for UE’s data collection
· Assistance signaling for gNB’s data collection
· Delivery of the datasets



The following agreement was reached in RAN1#112 [5]:
	Agreement
· In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement including at least  
· Enhancement of CSI-RS configuration to enable higher accuracy measurement.
· Assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
· Signaling for triggering the data collection
· In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection including at least:   
· Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 
· Contents of the ground-truth CSI including:  
· Data sample type, e.g., precoding matrix, channel matrix etc.
· Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 
· Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)
· Latency requirement for data collection
· Signaling for triggering the data collection




Data collection mechanism
For data collection for the purpose of model training for the use-case of AI/ML-based CSI feedback using two-sided model, a UE may perform downlink measurements on configured resources (e.g., CSI-RS). Subsequently, the UE may record, process, and transmit the measurements to a data collection entity. The data collection entity may be a network entity or may be owned by a UE vendor, a chip vendor, a network vendor, a network operator, a service provider, or some other entity.
[bookmark: _Toc146882368][bookmark: _Toc146883819]For data collection for model training, RAN1 should focus on what data should be collected. Mechanism for training data collection needs architectural considerations and should be handled by other working groups. 

Target CSI associated with training data
In the legacy CSI framework, the method used to derive the target CSI from the downlink measurements is left to UE implementation. This allows the UE implementation to optimize the tradeoff between complexity and performance. For AI/ML-based CSI feedback, such a framework should be preserved – i.e., during inference operation, the procedure used to process the downlink measurements and derive the input to the UE-side model should be left to UE implementation.
[bookmark: _Toc146882369][bookmark: _Toc146883820]For AI/ML-based CSI feedback using two-sided model, the procedure used to process the downlink measurements and derive the input to the UE-side model during inference should be left to UE implementation.
The implication of the above discussion is that during the generation of the training dataset also, the target CSI should be derived by the UE side in a manner that is matched with the UE implementation used during inference operation. Otherwise, the target CSI used as ground truth for training will not be aligned with the processing applied to the downlink measurements by the UE during the inference operation.
For example, consider the case where the target CSI is the precoder. The precoder can be derived by performing SVD operation on the channel matrix for each frequency unit (e.g., RB). Due to the phase ambiguity associated with the SVD operation, the phases of the precoders on different RBs may vary in an arbitrary manner that is dependent on the exact implementation of the SVD operation. If the training dataset is generated based on one implementation, and the UE uses a different implementation during inference, then there could me a mismatch in the distribution of the training dataset and the data seen during inference. Similarly, other discrepancies in implementation aspects (e.g., fixed point processing aspects) could result in a similar mismatch. This could affect the performance of the CSI feedback scheme. To avoid such issues, it would be best to generate the target CSI for the training dataset in a manner that is aligned with the inference processing of the UEs. In [2], we presented evaluation results that show that the performance of the AI/ML model can vary considerably if there is a discrepancy between the training data and inference data due to device-side variations.
[bookmark: _Toc146882370][bookmark: _Toc146883821]While generating the training dataset, the target CSI corresponding to a downlink measurement should be derived by the UE side to reflect the UE processing during inference (e.g., channel estimation, eigen-vector derivation, etc.).
Assistance signaling for UE’s data collection
When data is collected in a proprietary manner as described above, it would be useful to identify the scenario in which the data is being collected. In CSI-RS transmission, the antenna layout, antenna elements to TxRU mapping, and digital/analog beamforming are dependent on the gNB implementation. With a different setting of these configurations, a given CSI-RS port would present different channel distributions observed at UE.  
Being able to categorize the data that is collected based on the scenario or configuration may prove useful during the development of machine learning models. For example, different ML models can be developed in a manner customized to each scenario or groups of scenarios. This may allow a better tradeoff between the accuracy of CSI feedback and the feedback overhead. 
To facilitate such categorization of the collected data, it would be beneficial for the network to provide assistance signaling to identify the scenario or configuration in which the data is being collected. For example, the network may indicate a zone identifier (zone ID), a scenario ID, or a configuration ID. 
[bookmark: _Toc146882371][bookmark: _Toc146883822] Study assistance signalling for UE’s data collection in the form of a zone ID, scenario ID, and configuration ID.
Considerations related to model development and training
In this section, we discuss the considerations related to model development and training that would be useful to study the pros and cons of different training options.
Device-specific optimization
The use of AI/ML models on a device for inference for CSI feedback enhancement use case would require offline target-specific development, optimization, and testing. Due to this consideration, the device vendor must be involved in the development of the model that the device needs to use for inference. As an example, the UE-side vendor should be involved in developing the UE-side model that the UE must run, and the NW-side vendor should be involved in developing the NW-side model that the gNB must run. 
The model structure should be decided taking into account the capability of the device that will implement the model. Otherwise, the device may not be able to use the model. Besides, if a model is transferred from one node to another node (for example, from the NW to the UE) and if the model was not optimized for the receiving node, then running inference using this model may require advanced capability of in-device model compilation at run-time. 
[bookmark: _Toc142650080][bookmark: _Toc146882165][bookmark: _Toc146883115][bookmark: _Toc146883662]For the AI/ML-based CSI feedback enhancement use case, the use of an AI/ML model for inference within a device would require prior offline device-specific optimization and testing.
[bookmark: _Toc142650252][bookmark: _Toc146882372][bookmark: _Toc146883823]Model development and training options should consider the need for the UE-part of two-sided AI/ML models to be designed based on the UE capabilities and optimized in a device-specific manner.
Backward compatibility considerations
In the context of two-sided models, there may be a need to develop a new UE-side model, for example, when a new device or chipset is released. The dataset associated with the new device or chipset may have unique characteristics related to the device hardware or implementation aspects. A UE-side model that was trained earlier with datasets from other device types may not be suited for use with the new device because the discrepancy in the data distribution may result in sub-optimal performance. In [2], we presented evaluation results that show that the performance of the AI/ML model can vary considerably if there is a discrepancy between the training data and inference data due to device-side variations.
In a similar manner, a new NW-side model may need to be developed, for example, when a new cell-site is deployed or when an existing cell-site is upgraded.
Consider an example where a NW-side vendor uses a common NW-side model with multiple UE-side models. Now, if the development of a new UE-side model requires an update to the NW-side model, then that could result in a need to update the UE-side model of other vendors also. For scalability reasons, the engineering effort required related to the development of a new UE-side model should be confined to that UE-side vendor to the extent possible. If the development of a new UE-side model necessitates a large effort for the network-side vendors and other UE-side vendors, such an approach is not scalable in practice. Similarly, an update to the NW-side model should not result in a large engineering effort for UE-side vendors.
[bookmark: _Toc142650253][bookmark: _Toc146882373][bookmark: _Toc146883824]Model development and training options should strive for the principle of engineering isolation, i.e., confining engineering effort needed for a new chipset/UE development to the given chipset/UE vendor.

Level of personalization: common vs. personalized models
For the CSI feedback enhancement use case, the same two-sided model is likely to be used across a large number of devices. Some level of customization based on scenarios may be justified. However, developing models for individual devices could result in a lot of complexity in the life-cycle management, and the benefit of such personalization needs to be carefully justified. 
This aspect has direct implication on the specification impact related to model development and deployment. As an example, if the model is common to a large group of UEs, then it would be efficient to develop the model offline once in a common way at a training server and then distribute the model to the UEs. 
[bookmark: _Toc142650254][bookmark: _Toc146882374][bookmark: _Toc146883825]Model development and training options need to consider whether the model is developed for common use across a group of UEs or is developed for an individual UE.

Information exchange across vendors
When models are developed and trained, depending on the training type, different types of data and information may need to be exchanged across UE and network vendors. Preserving proprietary design is important to promote innovation and vendor differentiation. The feasibility of information disclosure and exchange needs to be considered when designing model development mechanisms.
[bookmark: _Toc142650255][bookmark: _Toc146882375][bookmark: _Toc146883826]Model development and training options need to consider feasibility of disclosing proprietary model information to the other side.

To summarize, there are a few main aspects to consider when comparing the different training types:
· Was the capability of the device that will use the model taken into account when developing the model structure? Was the model structure optimized for the device?
· Otherwise, the device may not be able to use the model.
· Was the model compiled for the device that will use the model?
· Otherwise, the device would need to support on-device compilation before it can use the model.
· Does the training dataset capture the data variations specific to the type of the device that will use the model?
· Otherwise, the performance may be impacted due to the data distribution mismatch.
· Is the training method applicable for training a model compatible with previously trained models of the other side? (For example, if the model is a UE-side model, then is it backward compatible with previously trained NW-side models?)
· Otherwise, the other side would also have to switch to a new compatible model.
Discussion on the pros and cons of different training types
In RAN1#110 [1], the following was agreed regarding AI/ML model training:
	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
Other collaboration types are not excluded.



In this section, we discuss the pros and cons of the different training types. While the agreement above describes which entities perform the training operation, there could be many variations to each type. For example, the training operations could happen online over the air-interface, or offline without involving the air-interface. 
In RAN1#111 [4], the following conclusion was reached regarding type 2 training:
	Conclusion

In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.




The trained model could be transferred over the air-interface or delivered without involving the air-interface in a 3GPP transparent manner. Also, the training may be performed entirely on one side, for example, by a NW-side or UE-side vendor, or it may be performed through a collaboration between one or more NW-side and UE-side vendors. We discuss the pros and cons of the different training types and their variations next.

Online vs. offline training
For the CSI feedback enhancement use case, the same two-sided model is likely to be used across many UEs and the benefit of personalizing the model to individual UEs is not clear. For this scenario, training the model offline at a training entity such as a server would be more efficient than training the same model repeatedly at each device. Specifically, online training over the air-interface may result in significant air-interface resource overhead to exchange model parameters and gradients multiple times during the training process.
Moreover, online training of an on-device model over the air-interface would require the advanced capability of in-device model compilation at run-time as the model cannot be optimized and tested ahead of time. Considering these aspects, the benefit of online over-the-air training of AI/ML models for CSI feedback enhancement use case is not clear.
Based on this discussion, we have the following proposal:
[bookmark: _Toc142650256][bookmark: _Toc146882376][bookmark: _Toc146883827]For AI/ML-based CSI feedback enhancement use-case, take offline training as a starting point.
Type 1 training (model exchange)
Here, the UE-side and NW-side model are trained by a single entity, for example, the UE-side vendor, the gNB-side vendor, or third-party. The entity that performs the joint Type 1 training will deliver the trained CSI generation model (encoder) to the UE and the CSI reconstruction model (decoder) to the gNB for inference purpose. The model may be delivered over the air-interface or shared offline in a 3GPP-transparent manner.
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Figure 2: Two-sided CSI compression model development via Type 1 training

Type 1 training has the benefit that the UE-side and NW-side models will work well together as they are trained jointly. However, it also has some implications for deploying and managing the models in practice. 
Consider Type 1 training on the network-side. There are two possible approaches – training with or without involvement of the UE-side vendors. In RAN1#113 [6], the following was agreed:
	Agreement
In CSI compression using two-sided model use case, for discussion of training collaboration type 1, 
· Create separate table with separate columns for both known model structure, and unknown model structure separately for NW-sided and UE-sided, respectively.




Device agnostic type 1 NW-side training that does not involve the UE-side vendor may assume an unknown model structure for the UE-side model. The following issues may arise:
· The use of the UE-side model for inference within the UE would require prior offline device-specific optimization and testing, which is not possible if the training is device-agnostic and the UE-side vendor is not involved.
· The training process may develop a UE-side model assuming a structure and input format that may not be suited to the UE implementation and capabilities.
· The training entity may use a dataset for training the model based on other devices, and that may not capture the unique aspects of the UE-vendor’s device characteristics and implementation. The resulting discrepancy in data distribution may cause sub-optimal model performance. In [2], we presented evaluation results that show that the performance of the AI/ML model can vary considerably if there is a discrepancy between the training data and inference data due to device-side variations.
The same concerns apply to the release of a new device or a new UE-side vendor that has to develop a model after the Type 1 training has completed.
[bookmark: _Toc142650081][bookmark: _Toc146882166][bookmark: _Toc146883116][bookmark: _Toc146883663] Device agnostic type 1 training would result in a UE-side model that:
· is not optimized in a device-specific manner for the intended UE-side device, 
· assumes a structure and input format that is not compatible with the UE-side implementation capabilities, and
· may have sub-optimal performance due to a discrepancy between the training and inference data distribution due to device-side variations.

[bookmark: _Toc142650257][bookmark: _Toc146882377][bookmark: _Toc146883828]Deprioritize Type 1 training with device-agnostic encoder in the R18 study.

In contrast, the encoder can be developed specific to the device that will use it for inference. Since the training happens within a single entity, there is a need for coordination between the UE-side and NW-side to ensure that the trained models will be suitable for inference operation at the device for which the model is being developed. As an example, the UE-side and NW-side have to coordinate and provide information such as the model structure, input pre-processing, output post-processing, and training dataset (including the target CSI) to the training entity.
Type 1 training on the network side would require UE-side vendor to disclose the model information which may be proprietary.
[bookmark: _Toc142650082][bookmark: _Toc146882167][bookmark: _Toc146883117][bookmark: _Toc146883664]Type 1 training performed on the NW-side with involvement of the UE-side vendor requires the UE-side to provide information (such as model structure, pre-processing, post-processing, datasets and ground truth) to the training entity to ensure that the trained models are suitable for inference.
Consider the case where the NW-side vendor uses a common NW-side model with multiple UE-side models. Then NW-side type 1 training with UE-side involvement will first of all require coordination across multiple UE vendors. Moreover, if a new UE device type is released, it would trigger the joint retraining involving the NW-side vendor and multiple UE-side vendors. This could result in a large engineering effort across multiple vendors.
[bookmark: _Toc142650083][bookmark: _Toc146882168][bookmark: _Toc146883118][bookmark: _Toc146883665]For NW-side type 1 training with UE-side involvement, developing a new model for a new UE device type or vendor can result in a large engineering effort across multiple vendors.

Type 1 training is characterized by joint or simultaneous training followed by model exchange. However, the model that is shared by the training entity to the UE-side and gNB-side may optionally be further optimized or re-trained before being deployed for inference. Depending on this, Type 1 training can be categorized as follows.
Type 1 simultaneous training
In this case, the UE and gNB use the simultaneously trained CSI generation and CSI reconstruction models respectively for inference without further modifications. 

Type 1 sequential training
It is also possible that the model that is shared after the joint training is used to train another model, which is then used for inference. This constitutes another type of training that is enabled by Type 1 training and model exchange. Note that in this case, there may be a large gap in time between the sharing of the model and when inference occurs, since a new model has to be trained. 
Consider joint initial training on the NW-side. Once this is completed, there are two possibilities:

Encoder sharing
The NW-side may share the encoder model to the UE-side training entity. This shared model may have been developed in a device agnostic manner and may not be readily usable by the UE. The UE-side training entity may then develop a new encoder taking into consideration the capabilities of the UE that will use it for inference.
It would be beneficial to use a device-specific dataset for training to avoid loss in performance due to a mismatch in the data distribution between training and inference. If only the encoder model (trained using a NW-side training dataset) is shared and subsequently the UE-side uses a device-specific dataset for retraining, this could lead to a mismatch if the data distribution is different. The network may need to additionally provide a training dataset for better performance.

[bookmark: _Ref142595154]Decoder sharing
The NW-side may alternatively share the decoder model to the UE-side training entity. The NW-side may also provide the training loss function to the UE-side training entity. The UE-side training entity incorporates this model and loss function into the training session while training the UE-side model. The training proceeds by keeping the NW-side model parameters frozen during the training updates and using the decoder to derive the gradients for backpropagation. 
If decoder is shared, then the UE-side can use a device-specific dataset to train an encoder that is still compatible with the provided decoder.
Similarly, if the joint initial training happens on the UE-side training entity, then the UE-side may share either the trained encoder or the trained nominal decoder to the NW-side to be used for retraining the decoder.

Type 2 training (activation/gradient exchange)
In RAN1#113 [6], the training types were further clarified:
	Agreement 
· Type 2 Joint training of the two-sided model at network side and UE side, respectively.
· Note: Joint training includes both simultaneous training and sequential training, in which the pros and cons could be discussed separately
· Note: Sequential training includes starting with UE side training, or starting with NW side training




Based on the agreement above, we discuss the two sub-types of Type 2 training.
Type 2 simultaneous training
Here, the UE-side and NW-side models are trained concurrently. However, unlike in Type 1, the training is not done by a single entity but in a distributed manner. For example, the UE-side vendor may train the UE-side model, while the NW-side vendor may train the NW-side model. To facilitate the training process, the two training entities may need to exchange data including activation, target output, and gradient samples.

[image: Text
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Figure 3: Two-sided CSI compression model development via Type 2 or Type 3 training
Some observations on this scenario are as follows:
· One disadvantage of this approach is that the two training entities need to make arrangements to exchange information back and forth during the training session. 
· An advantage of this approach is that each training entity need not reveal its own model structure to the other side.
· The inputs to the UE-side model and pre-processing aspects need not be provided to the training entity of the NW-side model. 
· It is feasible to develop two-sided models that are compatible and work well using this approach even though the training procedure is not managed by a single entity. We presented evaluation results in [2] that compare the performance of Type 2 training and Type 1 training, which shows that Type 2 training works well and achieves the performance of Type 1 training.
· Similar to Type 1 training, if a NW-side vendor uses a common model across different UE-side vendors (or vice versa), and if a new UE-side vendor that did not participate in the initial joint training process wants to develop a UE-side model, then the training would need to be performed across all vendors’ models again resulting in a large engineering effort for other vendors.
To summarize, as compared to the Type 1 training approach, the Type 2 approach enables a distributed mechanism for training without losing performance.

[bookmark: _Toc142650084][bookmark: _Toc146882169][bookmark: _Toc146883119][bookmark: _Toc146883666] It is feasible to train a two-sided AI/ML model using an offline Type 2 (multi-vendor) training approach with performance comparable to Type 1 training.
[bookmark: _Toc142650085][bookmark: _Toc146882170][bookmark: _Toc146883120][bookmark: _Toc146883667]For type 2 training, developing a new model for a new UE device type or vendor can result in a large engineering effort across multiple vendors if the NW-side or UE-side use a common model for multiple models on the opposite side.
[bookmark: _Ref142575072]Type 2 sequential training
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[bookmark: _Ref142649516]Figure 4: Offline Type 2 sequential training starting with NW-side
In this option, the UE-side training entity performs a training session involving interaction with the network side during training, as shown in Figure 4. This is similar to Type 2 simultaneous training, but only the UE-side model is updated during the process.
· The UE-side sends data samples to the NW-side containing Target CSI and the corresponding CSI feedback message generated by the current parameters of the UE-side model
· The NW-side computes the gradient update based on these samples using the pre-trained NW-side model and loss function and sends it to the UE-side training entity. 
· Unlike Type 2 simultaneous training, the NW-side model may be frozen and used only to compute the gradient.
· The UE-side training entity updates the model parameters based on the gradient.
· The process is repeated until the end of the training session. 
In this option, the NW-side refers to any 3gpp or non-3gpp entity or service that the NW-side sets up for the purpose of providing training interface to the UE-side model training. For example, the “NW-side” may be a proprietary application server owned by an infra vendor that contains the NW-side model replica and provides an API that accepts the Target CSI and CSI feedback as input and returns gradient as output.
Comparison of this training type with other types of sequential training is presented in Section 5.5 below.
[bookmark: _Ref142649577]Type 3 training (dataset exchange)
Type 3 training refers to the scenario where the UE-side and NW-side models are trained by different entities separately. While there is no collaboration during training, some coordination is necessary outside the training process to ensure that the UE-side and NW-side models are compatible and can work correctly. 
Some observations on this separate training approach are listed below:
· This approach is more flexible than the Type 2 approach as it does not require any collaboration during the training process.
· Since each model is trained by a different entity, there is no need to disclose the model structure.
· As in the Type 2 approach, the inputs to the UE-side model need not be provided to the training entity of the NW-side model.
· Since the UE-side and NW-side models are trained separately, the engineering effort of adding a new UE type or new UE-side vendor is contained and does not propagate to other vendors even if the NW-side or UE-side use a common model for multiple	models on the opposite side.
Our results in [2] showed that it is possible to apply the Type 3 training framework to train two-sided AI/ML models.
[bookmark: _Toc142650086][bookmark: _Toc146882171][bookmark: _Toc146883121][bookmark: _Toc146883668] As compared to Type 2 training, the Type 3 offline training approach is more flexible as it does not require coordination during the training process.
[bookmark: _Toc142650087][bookmark: _Toc146882172][bookmark: _Toc146883122][bookmark: _Toc146883669] For Type 3 separate training, the engineering effort of adding a new UE type or new UE-side vendor is contained and does not propagate to other vendors even if the NW-side or UE-side use a common model for multiple models on the opposite side.

There are a few flavors of sequential training:
Sequential training starting with UE-side
[image: A picture containing graphical user interface
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Figure 5: Offline sequential training starting with UE-side
In this flavor, the UE-side model is first trained by a training entity (for example, the UE-side vendor). This training entity then shares a training dataset consisting of (encoder output, target CSI) to the other training entity (for example, the gNB-side vendor) to train the NW-side model so that the overall two-sided model performs correctly during inference.
Evaluation results in [2] showed that Type 3 offline sequential training starting with UE-side works well and achieves the performance of a Type 1 training.

Sequential training starting with NW-side

Here, the UE-side vendor shares the target CSI dataset with the training entity that trains the NW-side model (for example, the NW-side vendor). Based on this dataset, the NW-side model is trained first. 
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[bookmark: _Ref142649533]Figure 6: Offline sequential training starting with NW-side
In this option, the NW-side provides a dataset to the UE-side training entity where each sample contains the target CSI and the CSI feedback message corresponding to that target CSI, as shown in Figure 6.
The UE-side training entity performs supervised training of the UE-side model using this dataset, where the input is assumed to be the target CSI and the ground truth output is assumed to be the CSI feedback.

[bookmark: _Ref142645540]A comparison of sequential training approaches
Consider NW-first training. Once the NW-side model has been trained, there are different options for how to train the UE-side model. The different approaches to realizing NW-first sequential training are discussed and compared below:
· Option 1: Sequential training based on dataset exchange
· This has been described in Section 5.4 as Type 3 training.
· Option 2: Sequential training based on gradient exchange
· This has been discussed in Section 5.3.2 as sequential Type 2 training. 
· Option 3: Sequential training based on model sharing
· This has been discussed in Section 5.2.2.2 as sequential Type 1 training. 

Comparison of the options:
· Input type: Option 1 requires the input type to the UE-side model to be the same as the target CSI. Options 2 and 3 allow the UE-side full flexibility in selecting the input type and pre-processing. 

· Training procedure alignment: With Option 1, the training loss computed while training the UE-side model is based on the CSI feedback message, whereas the training loss computed while training the NW-side model is based on the output CSI. With Option 2, since the NW-side computes the gradient, it can use the same loss function that was used to train the NW-side model and compute it using the output CSI even during the training of the UE-side model. In [2], we presented evaluation results that show performance degradation for Option 1 as compared to Option 2 because of this discrepancy in how the loss function is computed.

· Dataset: Consider the scenario where the sequential training is being performed to develop a UE-side model for a new UE type with unique device and implementation characteristics. Options 2 and 3 allow the UE-side to collect data from the new type of UEs and use a training dataset that better captures aspects unique to the device type for which the UE-side model is being developed. In option 1, the dataset may include data collected using other types of devices. The resulting discrepancy could result in sub-optimal performance. In [2], we presented evaluation results that show that the performance of the AI/ML model can vary considerably if there is a discrepancy between the training data and inference data due to device-side variations.

· Proprietary information: Option 3 requires the NW-side to provide access to the NW-side model and the training details such as the loss function to enable the UE-side model to perform training. Options 1 and 2 do not have such a requirement.

	
	Dataset exchange based
	Gradient exchange based
(Type 2 sequential)
	Decoder sharing based

	Input type
	Same as target CSI
	Flexible
	Flexible

	Training loss
	Based on CSI feedback
	Based on output CSI (Aligned with NW-side model training)
	Based on output CSI (Aligned with NW-side training)

	Dataset
	May not be matched to UE type
	From UE-side, matched to UE-type
	From UE-side, matched to UE-type

	Proprietary information disclosure
	Not needed
	Not needed
	NW-side model and loss function need to be shared



[bookmark: _Toc142650088][bookmark: _Toc146882173][bookmark: _Toc146883123][bookmark: _Toc146883670]For NW-first sequential training, the training based on gradient exchange provides several benefits in terms of flexibility in the input type, better alignment between the UE-side and NW-side model training, aligned dataset and avoiding disclosure of proprietary information.

Generalization across multiple vendors
For the training scenarios discussed above, if there are many UE and NW vendors, then a UE may need to interface with different NW-side models, and a gNB may need to interface with different UE-side models. 
One solution is for a UE-side vendor to prepare multiple UE-side models, one corresponding to each gNB-side model. Similarly, a NW-side vendor may prepare multiple gNB-side models, one corresponding to the UE-side model. The training approaches discussed above could be applied in a pair-wise manner to prepare such models for each pair of UE and NW vendors.
However, this implies that a UE and a gNB would need to switch between models for each model on the other side. It may be beneficial to a gNB if a NW-side model could generalize across different UE-side models. Similarly, if a UE-side model could generalize across different NW-side models, then switching could be avoided.
Consider, for example, the problem of training a NW-side model for a single NW-side vendor that generalizes across different UE-side models for different UE-side vendors. We discuss how the different training approaches would accommodate this requirement:
· In the Type 1 training approach, the training entity could train the different UE-side models and the common NW-side model jointly in a single training session provided it has access to the training data and has knowledge of the model structure for each of the models. 
· Similarly, the Type 2 training approach could also train the multiple UE-side models and the common NW-side model through appropriate exchange of activations, gradients, and reference outputs. Note that this would require the training entity of each UE-side model and the NW-side model to coordinate in order to simultaneously participate in the training process. Figure 7 shows an example of the setup for the case of a single NW-side model and 3 UE-side models being trained in a Type 2 training approach:
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[bookmark: _Ref142649599]Figure 7: Type 2 offline training of a single NW-side model and multiple UE-side models
· In the Type 3 training approach, the NW-first sequential training approach easily extends to multiple UE-side models as the same process used for training one UE-side model discussed above can be repeated with each UE-side model. Similarly, the UE-first sequential training approach can be extended to multiple UE-side models, wherein each UE-side model is trained first, and a common NW-side model can be trained on a mixture of datasets from all the UE-side vendors. This is confirmed in our evaluation results in [2].
[bookmark: _Toc142650089][bookmark: _Toc146882174][bookmark: _Toc146883124][bookmark: _Toc146883671] It is feasible to train a common NW-side model that is compatible with multiple UE-side models using Type 2 or Type 3 training approach with performance comparable to Type 1 training.
An overall framework for training two-sided models
The discussion above summarizes the pros and cons of the different training approaches. However, the overall framework for training two-sided models need not be restricted to one of the training types. The framework has to accommodate various aspects such as new vendors, new device types, new cell-sites, and the need for backward compatibility of the model to already deployed models on the other side. Taking these into consideration, we have the following proposal.
[bookmark: _Toc142650258][bookmark: _Toc146882378][bookmark: _Toc146883829]Adopt the following two-sided model development/training framework:
· Case 1: Initial (non-backward-compatible) development/training of “nominal encoder + nominal decoder”
· The use of the nominal encoder at the UE-side is not mandated
· If needed, UE-side may implement a different proprietary encoder based on this decoder using Case 2.
· As the encoders are only nominal, input used in the training process is only a nominal input. The actual input to the CSI encoders may be different and of proprietary choice.
· The use of the nominal decoder at the NW-side is not mandated
· If needed, NW-side may implement a different proprietary decoder based on this encoder using Case 3.
· Case 2: Encoder development/training to be interoperable with existing decoders (e.g., encoders for new UEs or updating encoders for existing UEs):
· UE-side vendor trains new encoders based on the existing decoders.
· Infra vendor should make the existing decoders available (via either a run-time image or an API for training) for the encoder training.
· Case 3: Decoder development/training to be interoperable with existing encoders (e.g., decoders for new cell sites or updating decoders for existing cell sites):
· Network-side vendor trains new decoders based on the existing encoders.
· FFS: Need for encoder availability for decoder training

We want to emphasize that “Case 1” is what RAN1 has discussed so far. “Case 1” itself may be done via Type 1, Type 2, or Type 3 training. 
“Case 2” is an additional optional step that UE-side vendor can take. The encoder training in “Case 2” with a trained decoder from “Case 1” can be viewed as a NW-first Type 3 training. Similarly, “Case 3” is an additional optional step that NW-side vendor can take. The decoder training in “Case 3” with a trained encoder from “Case 1” can be viewed as a UE-first Type 3 training.
Therefore, the entire training process can be viewed as a hybrid of Type 1/2/3 followed by Type 3.
Relation to collaboration levels
In collaboration level y, models are trained offline, and stored at the target device or at a server and delivered to the target device in a proprietary manner. 
For type 1 training to be used in collaboration level y, the UE-part of the two-sided model trained by the type 1 training must be delivered to the UE in a proprietary manner. For example, with offline coordination between the NW-side vendor and UE-side vendor, the trained UE-part model may be compiled, tested, and stored at a UE-side model storage, all offline. The stored UE-part model may be delivered to the UE over-the-top in a manner transparent to air-interface signalling. Similarly, the trained NW-part model may be delivered to the gNB over-the-top.
For type 2 or type 3 training, the UE-side vendor is directly involved in the training process of the UE-part, and the NW-side vendor is directly involved in the training process of the NW-part. Hence, it is natural for the UE-vendor to compile, test and store the UE-part model for delivery, and similarly on the NW-side. 
[bookmark: _Toc142650090][bookmark: _Toc146882175][bookmark: _Toc146883125][bookmark: _Toc146883672]Training type 1 (with device-specific encoder), training type 2 and training type 3 are applicable to both collaboration level y and level z.

Overall comparison table of different training types
The following conclusion was made in RAN1#112:
	Conclusion
In CSI compression using two-sided model use case, further discuss the pros/cons of different offline training collaboration types including at least the following aspects: 
· Whether model can be kept proprietary 
· Requirements on privacy-sensitive dataset sharing 
· Flexibility to support cell/site/scenario/configuration specific model
· gNB/device specific optimization – i.e., whether hardware-specific optimization of the model is possible, e.g. compilation for the specific hardware
· Model update flexibility after deployment
· feasibility of allowing UE side and NW side to develop/update models separately
· Model performance based on evaluation in 9.2.2.1
· Whether gNB can maintain/store a single/unified model
· Whether UE device can maintain/store a single/unified model
· Extendability: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use 
· Whether training data distribution can be matched to the device that will use the model for inference
· Whether device capability can be considered for model development
· Other aspects are not precluded
Note: training data collection and dataset/model delivery will be discussed separately



In RAN1#113 [6], the following was agreed:
	Agreement
In CSI compression using two-sided model use case, for discussion of training collaboration type 1, 
· Create separate table with separate columns for both known model structure, and unknown model structure separately for NW-sided and UE-sided, respectively.




In RAN1#113, the table of pros and cons was discussed. While the above conclusion provides guidance on the different aspects to consider, more clarity is needed on the assumptions behind the different training types themselves. Specifically, for each training type considered, the following aspects must be clearly identified because they affect the pros and cons discussion:
· Device-specificity:
· Device-agnostic: The training entity trains the two-sided model for common use with all devices.  
· Device-specific: The training entity trains a two-sided model specific to each type of device, in collaboration with the device-side vendor(s).
· Collaboration level case
· Level y, z1, z2, z3, z4, z5
· Encoder training entity:
· NW-side server, UE-side server,  other entity
· Decoder training entity:
· NW-side server, UE-side server,  other entity
· Model transfer:
· NW  UE, UE NW, None
· For joint training cases, what is the assumption on handling multi-vendor scenarios?
· E.g., the joint training develops models for 1 NW vendor and multiple UE vendors.
· How is the dataset for encoder training and decoder training obtained?
· Collected at NW-side / proprietary data collection / dataset sharing from other side
Clarification of “NW-side” and “UE-side”
The table comparing the different offline training types has been discussed for multiple meetings [8]. The terms “NW-side” and “UE-side” have been used to describe some of the flavours of training. Offline training does not directly involve any message exchange over the air-interface during the training process, and therefore the notion of NW-side and UE-side is not immediately clear. It would be important to capture clearly what is exactly meant by those terms in the context of offline training. 
For example, the following questions need to be answered for clarity regarding “NW-side Type 1” training:
· Training entity:
· Is the training inside a NW entity such as gNB / CN or does the term include training at a server controlled by the NW-vendor or both?
· Training data:
· Is the training data collected by the NW, or is data collected by the UE-side and transferred offline to the training server?
· Multi-vendor aspect:
· In case of more than one UE-vendor, is it one training session to train one decoder and multiple encoders, or is it pairwise?
· In case of more than one NW-vendor, is it one training session per NW-vendor or one training session jointly over NW-vendors?
Similarly for “UE-side Type 1” training, the following questions arise:
· Training entity:
· Is the training at a server controlled by the UE-vendor or does it also include the possibility of training at a neutral site that is neither controlled by the NW-vendor nor UE-vendor?
· Multi-vendor aspect:
· In case of more than one NW-vendor, is it one training session to train one encoder and multiple decoders, or is it pairwise?
· In case of more than one UE-vendor, is it one training session per UE-vendor or one training session jointly over UE-vendors?

[bookmark: _Toc146882379][bookmark: _Toc146883830] For the pros and cons discussion of offline training options of two-sided models, clarify the assumptions corresponding to “NW-side” Type 1 training types:
· Training location: is it at a training entity under the control of a NW-side vendor or at a NW entity (e.g., gNB or CN) or both?
· Training data: is it collected by the NW through specified signalling or in a proprietary manner from the UE-side?
· In the case of multiple UE-side vendors, is the training between one NW-side model and all the multiple UE-side models jointly or is it pairwise?
· In case of more than one NW-vendor, is it one training session per NW-vendor or one training session jointly over NW-vendors?

[bookmark: _Toc146882380][bookmark: _Toc146883831]For the pros and cons discussion of offline training options of two-sided models, capture the assumptions corresponding to “UE-side” Type 1 training types:
· Training location: does “UE-side” mean training at any entity not in NW-vendor control (i.e., does it include UE-vendor and neutral site)?
· Training data: is it collected from UEs in a proprietary manner?
· In case of more than one NW-vendor, is it one training session to train one encoder and multiple decoders, or is it pairwise?
· In case of more than one UE-vendor, is it one training session per UE-vendor or one training session jointly over UE-vendors?

Flexibility to support cell/site/scenario/configuration specific model
The key consideration is whether the categorizing information required to identify the scenario is available during data collection. 
For NW-side training, scenarios on the NW-side can be incorporated naturally. However, scenarios on the UE-side, for example, the device type or certain RF characteristics of the device, may not be known to the NW when performing data collection. As a result, NW-side Type 1 training cannot incorporate UE-side scenarios easily.  
[bookmark: _Toc146882176][bookmark: _Toc146883126][bookmark: _Toc146883673] NW-side Type 1 training cannot support scenario-specific model development for UE-side scenarios easily.
For UE-side Type 1 training, scenarios defined by the UE-side can be incorporated naturally. However, scenarios defined by the NW-side or dependent on NW-side settings may need to be indicated in the form of assistance information signaling or inter-vendor coordination during UE-side data collection. 
[bookmark: _Toc146882177][bookmark: _Toc146883127][bookmark: _Toc146883674] UE-side Type 1 training requires assistance information signaling or inter-vendor coordination to support scenario-specific model development for NW-side scenarios.

Pros and cons table
We present the table of pros and cons for the various sub-types of training type 1 below.
	 
	NW-side
	UE-side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Device specificity of encoder (specific / agnostic)?
	Agnostic
	Specific
	Specific
	Specific

	Collaboration level case
	z5
	z2 or y
	z
	z or y

	Encoder training vendor (NW-vendor / UE-vendor / other)?
	NW-vendor
	NW-vendor
	UE-vendor
	Level z: UE-vendor
Level y: UE-vendor  / neutral

	Decoder training vendor (NW-vendor / UE-vendor / other)?
	NW-vendor
	NW-vendor
	UE-vendor
	Level z: UE-vendor
Level y: UE-vendor / neutral

	Model transfer
	NW to UE
	NW to UE
	UE to NW
	Level z: UE to NW
Level y: None – model delivered offline

	Multi-vendor joint training assumption
	Not applicable
	1 NW vendor and multiple UE vendors
	Not applicable
	1 UE vendor and multiple NW vendors

	Data collection for decoder training
	At NW
	At NW
	Proprietary
	Proprietary

	Data collection for encoder training
	At NW
	At NW
	Proprietary
	Proprietary

	
	
	
	
	

	Whether model can be kept proprietary
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No
	No
	No
	No

	Flexibility to support cell/site/scenario/configuration specific model
	Yes for NW-defined scenarios
No for UE-defined scenarios
	Yes, for UE-defined scenarios
Yes for NW-defined scenarios with assistance info / vendor collaboration

	Whether gNB specific optimization is allowed
	Yes
	Yes
	No
	Yes

	Whether device specific optimization is allowed
	No
	Yes
	Yes
	Yes

	Model update flexibility after deployment
	Yes
	Yes for parameter update
No for structure update
	Yes
	No

	Feasibility of allowing UE side and NW side to develop/update models separately
	No
	No
	No
	No

	Whether gNB can maintain/store a single/unified model for a CSI report configuration
	Yes
	Yes for decoder
No for encoder (for model transfer)
	No
	No

	Whether UE device can maintain/store a single/unified model for a CSI report configuration*
	Yes
	Yes
	Yes
	Yes

	Extensibility: to train new UE-side model compatible with NW-side model in use
	No
	No
	No
	No

	Extensibility: to train new NW-side model compatible with UE-side model in use
	No
	No
	No
	No

	Whether training data distribution can match the inference device**
	No
	Yes
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	No
	Yes
	Yes
	Yes

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1





We present the table of pros and cons for the training types 2 and 3 below.
	 
 
	Type 2
	Type 3

	 
	Simultaneous
	Sequential
(NW-first)
	Sequential
(UE-first)
	NW first
	UE first

	Device specificity of encoder (specific / agnostic)?
	Specific
	Specific
	Specific
	Specific
	Specific

	Collaboration level case
	y
	y
	y
	y
	y

	Encoder training vendor (NW-vendor / UE-vendor / other)?
	UE-vendor
	UE-vendor
	UE-vendor
	UE-vendor
	UE-vendor

	Decoder training vendor (NW-vendor / UE-vendor / other)?
	NW-vendor
	NW-vendor
	NW-vendor
	NW-vendor
	NW-vendor

	Model transfer
	None
	None
	None
	None
	None

	Multi-vendor joint training assumption
	1 NW and multiple UE vendors
	Not applicable
	Not applicable
	Not applicable
	Not applicable

	Data collection for decoder training
	At NW or proprietary
	At NW or proprietary
	At NW or proprietary
	At NW or proprietary
	Shared by UE-side

	Data collection for encoder training
	At NW or proprietary
	Proprietary
	Proprietary
	Shared by NW-side
	Proprietary

	
	
	
	
	
	

	Whether model can be kept proprietary
	Yes
	Yes
	Yes
	Yes
	Yes

	Whether require privacy-sensitive dataset sharing
	No
	No
	No
	No
	No

	Flexibility to support cell/site/scenario/configuration specific model
	Yes
	Yes
	Yes, with assistance info / vendor collaboration
	Yes
	Yes, with assistance info / vendor collaboration

	Whether gNB specific optimization is allowed
	Yes
	Yes
	Yes
	Yes
	Yes

	Whether device specific optimization is allowed
	Yes
	Yes
	Yes
	Yes
	Yes

	Whether the model is fully tested before deployment
	Yes
	Yes
	Yes
	Yes
	Yes

	Whether compilation capability can be avoided
	Yes
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment
	No
	Yes
	Yes
	Yes
	Yes

	Feasibility of allowing UE side and NW side to develop/update models separately
	No
	Yes
	Yes
	Yes
	Yes

	Whether gNB can maintain/store a single/unified model for a CSI report configuration
	Yes
	Yes
	Yes
	Yes
	Yes

	Whether UE device can maintain/store a single/unified model for a CSI report configuration*
	Yes
	Yes
	Yes
	Yes
	Yes

	Extensibility: to train new UE-side model compatible with NW-side model in use
	No
	Yes
	No
	Yes
	No

	Extensibility: to train new NW-side model compatible with UE-side model in use
	No
	No
	Yes
	No
	Yes

	Whether training data distribution can match the inference device**
	Yes
	Yes
	Yes
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Yes
	Yes
	Yes
	Yes
	Yes

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1



* “Whether UE device can maintain/store a single/unified model for a CSI report configuration” : In some cases, a UE may need to switch to a different encoder when the NW vendor changes upon handover; however, since the wording says "for a CSI report configuration", we have assumed this case is not included in the question.

** “Whether training data distribution can match the inference device” : Dataset should be categorized per device type during data collection, otherwise the answer is "No". 

Based on this discussion, we have the following proposal:
[bookmark: _Toc146882381][bookmark: _Toc146883832] Include rows in the training types pros and cons table to indicate the defining assumptions of each training type for the following aspects: collaboration level, device-specific/agnostic encoder, encoder training vendor, decoder training vendor, model transfer, multi-vendor assumption for joint training, data collection for encoder training and decoder training.
Inference related specification impact
CSI omission aspects
During RAN1#114 [8], a proposal was discussed related to the rules for CSI omission, specifically regarding whether the omission rule should be based on a layer-based priority rule in case of layer-specific or layer-common models . Whether the UE implements a common model across layers or a layer-specific model or a model that processes multiple layers jointly is up to UE implementation. What matters for the purpose of layer-wise priority rule is whether the UCI payload can be grouped layer-by-layer. There should be no requirement to indicate whether the model works on one layer or multiple layers at a time to determine the priority rule. Based on this discussion, we have the following proposals.
[bookmark: _Toc146882382][bookmark: _Toc146883833]CSI omission rules should be based on the CSI payload structure and not on the implementation of the model.
[bookmark: _Toc146882383][bookmark: _Toc146883834]CSI omission should be discussed after the discussion of the CSI payload structure.
[bookmark: _Toc146882384][bookmark: _Toc146883835]The detailed structure and components of the UCI payload for AI/ML-based CSI feedback should be a WI discussion.
CSI report configuration and payload determination
In this section, we will review the legacy CSI report configuration and payload determination, then dive into the potential specification impact for ML-based CSI Feedback.
In legacy CSI report configuration, PMI codebook is included in CSI report setting to indicate the PMI format so that the UE would know what CSI calculation operation is to be processed. Each PMI codebook is designed to support a wide range of functionalities including subband configuration, antenna port layout and numbers, rank, CSI payload. For instance, eType II codebook support from 3 upto 19 subbands (with either 1 or 2 PMIs per subband), 4 possible ranks, 13 antenna port layouts, 8 payload size with respective parameter combinations. Then, further indications are included in the CSI report setting to indicate these configurations. The max CSI payload size is determined jointly by these configurations.
With this in mind, it is straightforward to see that the legacy spec does not use a single configuration (or single identifier or single RRC field) to determine the specific CSI payload size. Instead, the PMI codebook configuration is actually a PMI codebook identifier, and the max payload is jointly determined by this identifier with further configurations of subbands, antenna ports, rank and parameter combination.
[bookmark: _Toc146882178][bookmark: _Toc146883128][bookmark: _Toc146883675] For codebook-based CSI feedback, gNB does not use a single identifier to configure the maximum CSI payload size. Instead, the CSI payload is determined by the PMI codebook indication, subband, antenna port, rank, and parameter combination configurations. The PMI codebook type can be considered as an identifier for the UE and gNB to align the PMI reporting format.
For ML-based CSF, a paired model(s) is designed to support a specific purpose or scenario, just like Type I codebook is designed mainly for SU, Type II designed for MU, eType II designed for MU with reduced payload size and higher rank. Hence, it is straightforward for the gNB to use identifier to indicate a paired model(s) for CSI feedback. With such configuration, the UE would know what model(s) to use, just like the legacy codebook configuration indicates the UE what CSI calculation operation to process. 
Furthermore, similar to the legacy PMI codebooks, the paired model(s) may be designed to support a wide range of features/functionalities, including subband configurations, antenna port layout, rank and high/medium/low payload size. Then further configuration can be used to indicate which functionality or feature is activated. With such configuration, the max CSI payload size is determined accordingly. Note that how UE-side model is designed to support these functionalities is upto UE’s implementation, and the compatibility between UE-side and gNB-side model(s) is achieved via offline agreement. 
[bookmark: _Toc146882179][bookmark: _Toc146883129][bookmark: _Toc146883676]A paired model(s) is analogous to a PMI codebook which is designed for a specific purpose or scenario and also support a wide range of functionalities and features including subbands, antenna port layout, rank and payload size. 
[bookmark: _Toc146882180][bookmark: _Toc146883130][bookmark: _Toc146883677]The max payload size can be jointly determined by the paired model identifier, and other configurations such as subband configuration, antenna port layout, rank and/or payload configuration.
[bookmark: _Toc146882385][bookmark: _Toc146883836][bookmark: _Toc146882386][bookmark: _Toc146883837][bookmark: _Toc146882387][bookmark: _Toc146883838]Reuse current CSI report configuration framework with new signaling of pairing ID (a model ID) and necessary information related to the CSI feedback, e.g., subband configuration, rank restriction, antenna port configuration, payload information. 

Note: A pairing ID is a logical ID (a special case of a model ID) that indicates compatibility between the UE-side and NW-side model of a two-sided model. For example, all encoders developed from a two-sided multi-vendor training session may be associated with a single pairing ID. As another example, in NW-side first training, UE-side encoders trained based on the same NW-side model may be associated with a single pairing ID.
[bookmark: _Toc146882388][bookmark: _Toc146883839][bookmark: _Toc146882389][bookmark: _Toc146883840][bookmark: _Toc146882390][bookmark: _Toc146883841]Study payload scalability with number of subbands, number of ports and rank.
eType II codebook allows a UE to determine an actual CSI payload size by reporting a smaller number of non-zero coefficients than configured. This allows a UE to determine an appropriate payload size taking into account the properties of the observed channel. Similarly, for ML-based CSI, mechanisms to allow a UE to determine and signal an appropriate payload size should be further studied. 
[bookmark: _Toc146882391][bookmark: _Toc146883842][bookmark: _Toc146882392][bookmark: _Toc146883843]For CSI configuration, further study mechanisms to allow a UE to determine and signal an appropriate payload size.
Aligning quantization method
In [2], we presented results for the case when the two-sided model for CSI compression is trained with and without awareness of the quantization. We also compared the case of fixed and trainable quantization method.
Based on those results, we make the following observations:
[bookmark: _Toc146882181][bookmark: _Toc146883131][bookmark: _Toc146883678]Quantization non-aware training (case-1) leads to noticeable performance degradation compared with quantization aware training (case-2).
[bookmark: _Toc146882182][bookmark: _Toc146883132][bookmark: _Toc146883679]Trainable quantization offers more flexibility and better performance compared to fixed quantization, e.g., trainable vector quantization can improve the performance.
To ensure compatibility between the UE-side and NW-side, the quantization method should be aligned. One approach to aligning the quantization method is to use a fixed method. However, the results show that compared to fixed quantization method, the best quantization performance is achieved when the quantization method is itself trained together with the UE-side and NW-side model. The quantization method therefore depends on the choice of the model and the characteristics of the dataset. Allowing the quantization to be trainable provides the best flexibility and performance. 
Considering this, the quantization and dequantization steps can be treated as being a part of the UE-side and NW-side model respectively. There is no separate specification impact needed to align the quantization method. 
[bookmark: _Toc146882393][bookmark: _Toc146883844]Quantization method should be considered a part of the UE-side model and dequantization method should be considered a part of the NW-side model. The quantization method should be aligned for good performance, but there is no need for separate specification support to align the quantization method.

Input, output, pre-/post processing
In this part, we discuss the specification impact of the input, output, pre-/post processing aspect. Before that, it would be useful to first consider what aspects are specified in the legacy CSI feedback framework.
General principle for the specification impact of CSI feedback
The conventional CSI feedback via PMI codebooks, e.g., Type I, Type II and eType II, is specified in two aspects. 
· The first aspect is the final precoding matrix and its format, e.g., W=W1*W2 in Type I/II and W=W1*W2*Wf in eType II. The reason is that it tells the UE what to report, and also gNB would know how to use the reported CSI. Another reason is that the UE will use it to calculate the CQI. Without clear definition of the final precoding matrix, the CSI report would become meaningless. 
· The second specification aspect is the UCI components and payloads. The reason is that the UE and gNB should align on how each PMI components, e.g., W1, W2, Wf, is quantized and reported over the air-interface. With such information, the gNB is able to construct the precoding matrix based on each UCI components using the PMI codebook.
Besides, it is worth noting that the specification does not specify the following: 1) PMI searching algorithm, and 2) the input of the PMI calculation algorithm (the input could be CSI-RS reception, channel estimate or unquantized precoder or anything else upto UE implementation). It means that, upon receiving the channel/interference measurement resource, UE has the full flexibility and freedom to optimize the algorithm that searches for the best PMI in the form of specified final format.
In CSI feedback using the two-sided AI model, the PMI algorithm is replaced by the CSI encoder while the PMI codebook is replaced by the CSI decoder using which the gNB is able construct the precoding matrix. The general principle for CSI feedback specification should remain the same. In particular, the specification should only specify the final CSI format (e.g., precoding matrix) and how it or its components are reported over the air-interface. The UE would design and develop the model to provide the best CSI in its final format (e.g., a precoding matrix), but the input and the model are kept proprietary. 
Pre-processing and post-processing
With such consideration, any preprocessing UE performs from receiving the CSI-RS to the CSI encoder is upto UE implementation. 
Regarding “post-processing”, the terminology could be interpreted in different ways: 
· One interpretation is that it refers to the processing of the NW-side model output to produce the final CSI format. In this sense, such “post-processing” should be absorbed into part of the final CSI format (e.g., precoding matrix). 
· In one example, the final CSI is precoding matrix W=W1*W2 where W1 is the legacy DFT vector while W2 is obtained via the AI model pair. In this case, one may consider W1 as a “post-processing” of the NW-side model output W2 to get the final CSI W. In our view, following the principle for CSI feedback specification, this operation should be specified as part of the final CSI format rather than a “post-processing”
· Another interpretation is that it refers to the processing of the final CSI. In one example, the gNB may use the final precoding matrix W to calculate MU precoder; in another example, the gNB may interpolate the final precoding matrix W to obtain finer granularity in frequency domain. These operations are gNB implementation.   
Moreover, it is worth noting that the nominal input (i.e., input-CSI-NW) is only used to train the nominal encoder. The actual choice of input used by the UE-side and pre-processing is proprietary without the need of specification. With this in mind, the general principle and criteria for CSI feedback should remain. UE-side vendors (and/or chipset vendors) and NW-side vendors should train their AI models based on the standardized UCI payload and final CSI format.
[bookmark: _Toc146882183][bookmark: _Toc146883133][bookmark: _Toc146883680]Only UCI and final format of the reported CSI (e.g., the precoding matrix) are specified in legacy CSI feedback framework. The PMI search algorithm and its input are proprietary.
[bookmark: _Toc146882184][bookmark: _Toc146883134][bookmark: _Toc146883681]In CSI feedback via two-sided model, PMI searching algorithm is replaced by UE-side model while PMI codebook is replaced by NW-side model. The general principle for specification impact should be preserved. The need for specifying UE-side input and pre-processing is not clear. 
[bookmark: _Toc146882185][bookmark: _Toc146883135][bookmark: _Toc146883682]Post-processing of NW-side model output into the final CSI format can be absorbed into the specification of the final CSI format.
[bookmark: _Toc146882394][bookmark: _Toc146883845] The input to the UE-side model should be left to UE implementation, the output at the NW-side model can be specified.
[bookmark: _Toc146882395][bookmark: _Toc146883846] Preprocessing at UE-side is upto UE-implementation and should not be specified. 
[bookmark: _Toc146882396][bookmark: _Toc146883847] For AI-based CSI feedback, the size of the UCI payload and the final CSI format can be specified. 
Eigen-value / soft-rank reporting 
In the past few meetings, some companies proposed to study explicit CSI feedback – encoder takes raw channel or its transformed domain representation as input and the decoder output the reconstructed channel matrices (a.k.a., H-in-H-out). In this section, we discuss issues with H-in-H-out approach and elaborate that eigen-value/soft-rank reporting is a more reasonable alternative than explicit CSI feedback.
In our view, H-in-H-out is concerning in following aspects. Channel matrix feedback was discussed extensively from LTE through to NR, but yet to get standardized. For AI/ML-based CSI feedback, the situation should remain and there is no clear benefit to specify channel matrix feedback in addition to implicit CSI feedback. Moreover, specifying H-in-H-out in addition to implicit CSI feedback (i.e., precoder feedback or V-in-V-out) will cause additional and unnecessary complexity at both UE and gNB sides. Specifically, it is difficult to design a common encoder/decoder which is compatible for both explicit and implicit CSI feedback. Hence, to ensure multi-vendor interoperability, each device may have to implement two different encoders so as to provide CSI feedback for variable decoder choices at gNB side.
To achieve the merit of channel matrix feedback, eigen-value feedback (a.k.a., soft-rank) can be considered together with precoder feedback. The eigen-values provide strength of each layer (or relative strength among layers if interpreted by soft-rank). Such information is equivalent to providing channel matrix to the gNB side. It provides sufficient flexibility for the gNB to perform MU pairing and rank selection. 
The eigen-value/soft-rank can be computed by the two-sided models jointly with the PMI reporting without causing a significant increase in the complexity of implementation.
[bookmark: _Toc146882186][bookmark: _Toc146883136][bookmark: _Toc146883683] Channel matrix feedback (i.e., H-in-H-out) creates additional and unnecessary complexity for multi-vendor operation.
[bookmark: _Toc146882187][bookmark: _Toc146883137][bookmark: _Toc146883684] Eigen-value or soft-rank feedback, along with precoder, achieves similar merit as the channel matrix feedback in terms of flexibility for network scheduling without causing significant increase in implementation complexity.
[bookmark: _Toc146882397][bookmark: _Toc146883848]Study reporting the precoding matrix together with eigen-values or soft-rank for two-sided AI/ML CSI feedback.
Compressing the raw-channel matrix may incur high overhead. For example, if the channel rank is small, it may be sufficient to convey only the precoding vectors for as many layers as the rank. Before discussing specification impact, careful justification is needed that compares H-in-H-out to the V-in-V-out approach in terms of the tradeoff between overhead and user experience metrics.
Considering this discussion, we propose the following:
[bookmark: _Toc146882398][bookmark: _Toc146883849]Deprioritize channel matrix feedback for the R18 study item.

Model monitoring
On the need for real-time model monitoring
Before studying the potential RAN1 specification impact for model monitoring for two-sided models, it would be important to clarify the purpose and use cases for real-time model monitoring over the air-interface. 
The goal of model monitoring is to detect and address the cases where the model performance is not adequate to ensure good user experience. Performance issues for AI/ML models may arise from several sources:
· Bad training/validation dataset
· Bad model design/training
· Imperfect model selection and switching
· Training and target platform differences
· Data distribution shift
· Unexpected events
The above issues arise at different steps of the AI/ML LCM pipeline and at different frequencies, and therefore they demand different solutions.
The following table summarizes the discussion and outlines potential solutions to address the above issues:
· “Yes” indicates a viable solution for the issue.
· “Maybe” indicates a potential solution for the issue but its feasibility should be considered.
· A blank cell indicates that the solution is not applicable for the issue.

	
	Bad training / validation dataset
	Bad model design / training
	Imperfect model selection and switching
	Training and target platform difference
	Data distribution shift
	Unexpected events

	RAN4 test
	
	Yes
	Yes
	
	
	

	Proper dataset construction
	Yes
	
	
	
	
	Yes

	Non-real-time direct KPI monitoring at training server
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes

	Non-real-time indirect KPI monitoring at NW/UE
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes

	Well-defined model selection criteria
	
	
	Yes
	
	
	

	Setting validation performance target for offline training
	
	Yes
	
	
	
	

	Offline testing at the target platform
	
	
	
	Yes
	
	

	Real-time performance monitoring
	Maybe
	Maybe
	Maybe
	Maybe
	Maybe
	Maybe



The discussion implies that the issues that cause inadequate model performance can be addressed using testing, validation and monitoring solutions that happen during the offline model development stage. In principle, real-time monitoring, if feasible, can address nearly all the performance issues. However, the feasibility of real-time monitoring is sometimes questionable due to complexity, over-the-air overhead, accuracy, and/or larger latency.  
Considering this aspect, it would be desirable to avoid incurring additional overhead and additional processing complexity to perform real-time model monitoring. 
[bookmark: _Toc142650260][bookmark: _Toc146882399][bookmark: _Toc146883850]Real-time performance monitoring that incurs high overhead, high complexity, or high latency should be deprioritized.
For two-sided CSI feedback, the target CSI and output CSI are generated at UE side and NW side separately. To enable monitoring based on inference accuracy, the UE could either run NW-side decoder or provide the target CSI to the NW-side. In previous meetings, following options regarding model monitoring based on intermediate KPI were discussed.
	Agreement

In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.



The option of UE reporting the target CSI to the NW-side over the air-interface can only provide a delayed view of the model performance to the NW due to the processing and reporting delays. Moreover, to prevent false alarms due to outlier samples (even within the training distribution), sufficient averaging may be required, and this may result in additional latency. Such latency can prevent timely detection and response.
Also, to detect a performance issue quickly, frequent periodic reports would be needed, but frequent triggers can result in large overhead. This may significantly reduce the overhead reduction benefit of AI/ML-based CSI compression. On demand triggering based on a performance degradation event would anyway result in a delayed detection after the issue has happened. 
In contrast, an alternate approach can be considered where the monitoring happens on the UE-side based on the input channel samples. Such an approach does not incur the overhead associated with reporting target CSI. The option of UE running the NW-side model may be feasible only for UEs that can handle the added complexity. However, in the following section, we discuss a scheme that can achieve low complexity, low overhead, high accuracy, and low latency. The scheme is based on UE-side monitoring using a model that estimates the SGCS directly. In [2], we present evaluation results for this scheme and compare it with the NW-side monitoring approach.
[bookmark: _Toc142650091][bookmark: _Toc146882188][bookmark: _Toc146883138][bookmark: _Toc146883685]Model monitoring based on ground-truth provided by UE to the network requires large signaling overhead and may be sensitive to large latency.
[bookmark: _Toc142650261][bookmark: _Toc146882400][bookmark: _Toc146883851]For model performance monitoring, specification change for reporting the target CSI with high resolution from UE to network requires clear justification as it incurs additional overhead and may not be necessary.
Monitoring based on intermediate KPI estimation at UE side
In this part, we develop an SGCS estimation model at the UE side which takes the latent information generated inside the UE-side model as input and outputs a predicted intermediate KPI (i.e., SGCS) directly. The total number of weights in the SGCS estimation model is around 13k. The block diagram is shown in 
Figure 8. 
[bookmark: _Ref142649616][image: ]
Figure 8: SGCS estimation model on UE-side to estimate intermediate KPI
Figure 9 illustrates the comparison between the predicted SGCS and the actual SGCS value resulted by the reconstructed CSI at NW side. For illustration purpose, we produce the results by randomly selecting 100 samples from total 171000 samples in the testing set. It can be seen that the predicted SGCS value and actual SGCS value are very close. Figure further shows that the CDF of the SGCS prediction and the CDF of the actual SGCS almost overlap. The average gap between the predicted SGCS and actual SGCS is around .
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[bookmark: _Ref142649627]Figure 9: Left: predicted SGCS vs. actual SGCS;    Right: SGCS CDF
Generalization ability of the SGCS estimation model
To explore the generalization ability of the SGCS estimation model, we train the it using a dataset A and a dataset B and test the performance on each of them. Here, dataset A is formed by dense urban channel samples (which is the same dataset used to generate Figure 10), while dataset B is formed by random unit-norm vectors across the subbands (rank-1 case). The SGCS label of these samples are obtained from a CSI compression-reconstruction parts pre-trained by dense urban channel samples. Dataset A and dataset B have same number of samples.
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[bookmark: _Ref142651537]Figure 11: predicted SGCS vs. actual SGCS. Left: Dense Urban; Right: random vectors
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[bookmark: _Ref142651549]Figure 12: CDF of SGCS and predicted SGCS. Left: Dense Urban; Right: random vectors
Figure 11 illustrates the prediction results by selecting 100 samples from total 171000 samples. We can see the actual SGCS and predicted SGCS are quite close for both dense urban dataset and random vectors. The average MSE of the actual SGCS and predicted SGCS is 9.6*10^-4 and 3.5*10^-4 for dense urban dataset and random vectors, respectively. Figure 12 further presents that the CDF curve of the SGCS and predicted SGCS are quite close for both datasets. 
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[bookmark: _Ref142651562]Figure 13: SGCS prediction tested on Urban Macro dataset. Left: CDF; Right: prediction error
Further, we test the SGCS prediction accuracy on Urban Macro dataset (using the model trained by dense urban and random vectors). The results are shown in Figure 13. It can be seen that the SGCS estimation model has good generalization ability to Uma dataset. The 50%-tile error is around .
[bookmark: _Toc142650092][bookmark: _Toc146882189][bookmark: _Toc146883139][bookmark: _Toc146883686]The SGCS estimation model can be trained to achieve good generalization ability across various datasets.
The SGCS estimation-based model monitoring can be designed to monitor UE-side model only or designed to monitor UE-side and NW-side model jointly, depending on whether the SGCS ground-truth label for training the SGCS estimation model is generated by UE autonomously or provided by NW. 
· For training the SGCS estimation model for the purpose of monitoring UE-side model only, UE may develop a private decoder which generates a reconstructed CSI, and the SGCS label is computed using this reconstructed CSI and its ground-truth. With this SGCS label and its associated input sample, UE is able to develop the SGCS estimation model. The reference decoder can be developed in the first step of UE-first Type3 training or developed together with the UE-side model in the last step of NW-first Type3 training. 
· For training the SGCS estimation model for the purpose of monitoring both UE-side and NW-side model jointly, the training would need to use SGCS labels derived from the reconstructed CSI output by the actual CSI decoder deployed at the NW side. The NW-side can provide the reconstructed CSI output or SGCS labels along with the necessary information exchange in the Type3 training.
[bookmark: _Toc142650093][bookmark: _Toc146882190][bookmark: _Toc146883140][bookmark: _Toc146883687]Model monitoring using an SGCS estimation model that outputs the intermediate KPI directly shows an accurate inference accuracy prediction.
In [2], we present detailed evaluation results according to the agreed evaluation methodology for this scheme and compare it with the NW-side monitoring approach. The tradeoff among monitoring accuracy, latency, and overhead is studied. The results show that the UE-side monitoring approach based on the SGCS-estimator model can achieve low complexity, low overhead, high accuracy, and low latency at the same time. 
[bookmark: _Toc142650262][bookmark: _Toc146882401][bookmark: _Toc146883852]For model performance monitoring, study specification impact of the UE-side monitoring method that directly outputs intermediate KPI at the UE side.  
Input-based monitoring
Another simple approach for model monitoring is evaluating the input sample in inference. More specifically, UE calculates the target CSI (or input) based on the input sample measured in inference phase, and then compares it with the counterpart of the training set.
An example is elaborated as follows. Training samples are partitioned into two groups – the partition can be based on clustering methods, data statistics (e.g., angle, delay spread, doppler) or the meta-information provided in data-collection phase. One can see from Figure 14 that the distribution of the distance of a sample from samples belonging to an unmatched group is biased from the distribution of the distance from samples belonging to its matched group. Therefore, it is feasible for UE to differentiate samples based on distance or probability assessment. 
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[bookmark: _Ref142649654]Figure 14: Distribution of sample distances from two groups in the training data
The results we present in [2] show that it is possible to use the metrics derived from the input samples to determine the model performance during inference. The metrics derived from comparison of the input samples and training samples are observed to have a strong relationship with inference accuracy.
[bookmark: _Toc142650094][bookmark: _Toc146882191][bookmark: _Toc146883141][bookmark: _Toc146883688]Model monitoring based on metrics derived by comparison between input samples inference and training samples can have strong relationship with the inference accuracy. As a result, input-based monitoring appears promising.
[bookmark: _Toc142650263][bookmark: _Toc146882402][bookmark: _Toc146883853]Study specification impact of input-based model monitoring on the UE-side by comparing input samples at inference time to the training samples.  
Conclusions
In this document, we have discussed aspects related to model monitoring, types of offline training and potential specification impact for the CSI feedback enhancement use case. We have made the following observations:

Observation 1:	NW-side or NW-first training types are likely to require a UE to select a different encoder for different vendors’ gNBs. In that case, such training types can be supported only if pairing information is provided to the UE.
Observation 2:	A single model may not generalize to all scenarios in real deployments, and therefore specification should have signaling that allows for multiple models via model ID.
Observation 3:	Any UE-side physical model that is compatible with the same CSI reconstruction model of the NW can be considered to be the same logical model identified by the same pairing ID.
Observation 4:	For the AI/ML-based CSI feedback enhancement use case, the use of an AI/ML model for inference within a device would require prior offline device-specific optimization and testing.
Observation 5:	Device agnostic type 1 training would result in a UE-side model that:
· is not optimized in a device-specific manner for the intended UE-side device, 
· assumes a structure and input format that is not compatible with the UE-side implementation capabilities, and
· may have sub-optimal performance due to a discrepancy between the training and inference data distribution due to device-side variations.

Observation 6:	Type 1 training performed on the NW-side with involvement of the UE-side vendor requires the UE-side to provide information (such as model structure, pre-processing, post-processing, datasets and ground truth) to the training entity to ensure that the trained models are suitable for inference.
Observation 7:	For NW-side type 1 training with UE-side involvement, developing a new model for a new UE device type or vendor can result in a large engineering effort across multiple vendors.
Observation 8:	It is feasible to train a two-sided AI/ML model using an offline Type 2 (multi-vendor) training approach with performance comparable to Type 1 training.
Observation 9:	For type 2 training, developing a new model for a new UE device type or vendor can result in a large engineering effort across multiple vendors if the NW-side or UE-side use a common model for multiple models on the opposite side.
Observation 10:	As compared to Type 2 training, the Type 3 offline training approach is more flexible as it does not require coordination during the training process.
Observation 11:	For Type 3 separate training, the engineering effort of adding a new UE type or new UE-side vendor is contained and does not propagate to other vendors even if the NW-side or UE-side use a common model for multiple models on the opposite side.
Observation 12:	For NW-first sequential training, the training based on gradient exchange provides several benefits in terms of flexibility in the input type, better alignment between the UE-side and NW-side model training, aligned dataset and avoiding disclosure of proprietary information.
Observation 13:	It is feasible to train a common NW-side model that is compatible with multiple UE-side models using Type 2 or Type 3 training approach with performance comparable to Type 1 training.
Observation 14:	Training type 1 (with device-specific encoder), training type 2 and training type 3 are applicable to both collaboration level y and level z.
Observation 15:	NW-side Type 1 training cannot support scenario-specific model development for UE-side scenarios easily.
Observation 16:	UE-side Type 1 training requires assistance information signaling or inter-vendor coordination to support scenario-specific model development for NW-side scenarios.
Observation 17:	For codebook-based CSI feedback, gNB does not use a single identifier to configure the maximum CSI payload size. Instead, the CSI payload is determined by the PMI codebook indication, subband, antenna port, rank, and parameter combination configurations. The PMI codebook type can be considered as an identifier for the UE and gNB to align the PMI reporting format.
Observation 18:	A paired model(s) is analogous to a PMI codebook which is designed for a specific purpose or scenario and also support a wide range of functionalities and features including subbands, antenna port layout, rank and payload size.
Observation 19:	The max payload size can be jointly determined by the paired model identifier, and other configurations such as subband configuration, antenna port layout, rank and/or payload configuration.
Observation 20:	Quantization non-aware training (case-1) leads to noticeable performance degradation compared with quantization aware training (case-2).
Observation 21:	Trainable quantization offers more flexibility and better performance compared to fixed quantization, e.g., trainable vector quantization can improve the performance.
Observation 22:	Only UCI and final format of the reported CSI (e.g., the precoding matrix) are specified in legacy CSI feedback framework. The PMI search algorithm and its input are proprietary.
Observation 23:	In CSI feedback via two-sided model, PMI searching algorithm is replaced by UE-side model while PMI codebook is replaced by NW-side model. The general principle for specification impact should be preserved. The need for specifying UE-side input and pre-processing is not clear.
Observation 24:	Post-processing of NW-side model output into the final CSI format can be absorbed into the specification of the final CSI format.
Observation 25:	Channel matrix feedback (i.e., H-in-H-out) creates additional and unnecessary complexity for multi-vendor operation.
Observation 26:	Eigen-value or soft-rank feedback, along with precoder, achieves similar merit as the channel matrix feedback in terms of flexibility for network scheduling without causing significant increase in implementation complexity.
Observation 27:	Model monitoring based on ground-truth provided by UE to the network requires large signaling overhead and may be sensitive to large latency.
Observation 28:	The SGCS estimation model can be trained to achieve good generalization ability across various datasets.
Observation 29:	Model monitoring using an SGCS estimation model that outputs the intermediate KPI directly shows an accurate inference accuracy prediction.
Observation 30:	Model monitoring based on metrics derived by comparison between input samples inference and training samples can have strong relationship with the inference accuracy. As a result, input-based monitoring appears promising.

We have the following proposals:
Proposal 1:	The pairing ID enables the UE to select a unique logical model for CSI generation that is compatible with the NW-side CSI reconstruction model. As a result, the pairing ID is a special case of a model ID.
Proposal 2:	Model-ID based LCM is needed for pairing of two-sided models.
Proposal 3:	The model-ID based LCM framework should be adopted for CSI compression using two-sided model.
Proposal 4:	Adopt the following principles for CSI compression using two-sided models based on agreements in the General Framework agenda:
· A pairing ID is a special case of a logical model ID. The NW uses a model ID to indicate pairing information to identify a UE-side (logical) model that is compatible with a decoder.
· A pairing ID (model ID) may be associated with specific configurations or conditions and additional conditions (scenarios, sites, datasets) as determined/identified between UE-side and NW-side.
· An AI/ML model identified by a model ID (pairing ID) may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.
· (For Type A model identification): Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling.
· The model may be assigned with a pairing ID (model ID) during the model identification, which may be referred/used in over-the-air signaling after model identification.
· UE can indicate supported AI/ML pairing IDs (model IDs) for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· The UE may report updates to applicable pairing IDs (model IDs).
· The NW or UE may activate/deactivate/select/switch pairing IDs (model IDs).
Proposal 5:	How the pairing information is derived is up to UE/NW offline co-engineering alignment, transparent to 3GPP specification, and alignment can be achieved as part of the model identification step.
Proposal 6:	For data collection for model training, RAN1 should focus on what data should be collected. Mechanism for training data collection needs architectural considerations and should be handled by other working groups.
Proposal 7:	For AI/ML-based CSI feedback using two-sided model, the procedure used to process the downlink measurements and derive the input to the UE-side model during inference should be left to UE implementation.
Proposal 8:	While generating the training dataset, the target CSI corresponding to a downlink measurement should be derived by the UE side to reflect the UE processing during inference (e.g., channel estimation, eigen-vector derivation, etc.).
Proposal 9:	Study assistance signalling for UE’s data collection in the form of a zone ID, scenario ID, and configuration ID.
Proposal 10:	Model development and training options should consider the need for the UE-part of two-sided AI/ML models to be designed based on the UE capabilities and optimized in a device-specific manner.
Proposal 11:	Model development and training options should strive for the principle of engineering isolation, i.e., confining engineering effort needed for a new chipset/UE development to the given chipset/UE vendor.
Proposal 12:	Model development and training options need to consider whether the model is developed for common use across a group of UEs or is developed for an individual UE.
Proposal 13:	Model development and training options need to consider feasibility of disclosing proprietary model information to the other side.
Proposal 14:	For AI/ML-based CSI feedback enhancement use-case, take offline training as a starting point.
Proposal 15:	Deprioritize Type 1 training with device-agnostic encoder in the R18 study.
Proposal 16:	Adopt the following two-sided model development/training framework:
· Case 1: Initial (non-backward-compatible) development/training of “nominal encoder + nominal decoder”
· The use of the nominal encoder at the UE-side is not mandated
· If needed, UE-side may implement a different proprietary encoder based on this decoder using Case 2.
· As the encoders are only nominal, input used in the training process is only a nominal input. The actual input to the CSI encoders may be different and of proprietary choice.
· The use of the nominal decoder at the NW-side is not mandated
· If needed, NW-side may implement a different proprietary decoder based on this encoder using Case 3.
· Case 2: Encoder development/training to be interoperable with existing decoders (e.g., encoders for new UEs or updating encoders for existing UEs):
· UE-side vendor trains new encoders based on the existing decoders.
· Infra vendor should make the existing decoders available (via either a run-time image or an API for training) for the encoder training.
· Case 3: Decoder development/training to be interoperable with existing encoders (e.g., decoders for new cell sites or updating decoders for existing cell sites):
· Network-side vendor trains new decoders based on the existing encoders.
· FFS: Need for encoder availability for decoder training

Proposal 17:	For the pros and cons discussion of offline training options of two-sided models, clarify the assumptions corresponding to “NW-side” Type 1 training types:
· Training location: is it at a training entity under the control of a NW-side vendor or at a NW entity (e.g., gNB or CN) or both?
· Training data: is it collected by the NW through specified signalling or in a proprietary manner from the UE-side?
· In the case of multiple UE-side vendors, is the training between one NW-side model and all the multiple UE-side models jointly or is it pairwise?
· In case of more than one NW-vendor, is it one training session per NW-vendor or one training session jointly over NW-vendors?

Proposal 18:	For the pros and cons discussion of offline training options of two-sided models, capture the assumptions corresponding to “UE-side” Type 1 training types:
· Training location: does “UE-side” mean training at any entity not in NW-vendor control (i.e., does it include UE-vendor and neutral site)?
· Training data: is it collected from UEs in a proprietary manner?
· In case of more than one NW-vendor, is it one training session to train one encoder and multiple decoders, or is it pairwise?
· In case of more than one UE-vendor, is it one training session per UE-vendor or one training session jointly over UE-vendors?

Proposal 19:	Include rows in the training types pros and cons table to indicate the defining assumptions of each training type for the following aspects: collaboration level, device-specific/agnostic encoder, encoder training vendor, decoder training vendor, model transfer, multi-vendor assumption for joint training, data collection for encoder training and decoder training.
Proposal 20:	CSI omission rules should be based on the CSI payload structure and not on the implementation of the model.
Proposal 21:	CSI omission should be discussed after the discussion of the CSI payload structure.
Proposal 22:	The detailed structure and components of the UCI payload for AI/ML-based CSI feedback should be a WI discussion.
Proposal 23:	Reuse current CSI report configuration framework with new signaling of pairing ID (a model ID) and necessary information related to the CSI feedback, e.g., subband configuration, rank restriction, antenna port configuration, payload information.   
Note: A pairing ID is a logical ID (a special case of a model ID) that indicates compatibility between the UE-side and NW-side model of a two-sided model. For example, all encoders developed from a two-sided multi-vendor training session may be associated with a single pairing ID. As another example, in NW-side first training, UE-side encoders trained based on the same NW-side model may be associated with a single pairing ID.
Proposal 24: Study payload scalability with number of subbands, number of ports and rank.
Proposal 25:	For CSI configuration, further study mechanisms to allow a UE to determine and signal an appropriate payload size.
Proposal 26:	Quantization method should be considered a part of the UE-side model and dequantization method should be considered a part of the NW-side model. The quantization method should be aligned for good performance, but there is no need for separate specification support to align the quantization method.
Proposal 27:	The input to the UE-side model should be left to UE implementation, the output at the NW-side model can be specified.
Proposal 28:	Preprocessing at UE-side is upto UE-implementation and should not be specified.
Proposal 29:	For AI-based CSI feedback, the size of the UCI payload and the final CSI format can be specified.
Proposal 30:	Study reporting the precoding matrix together with eigen-values or soft-rank for two-sided AI/ML CSI feedback.
Proposal 31:	Deprioritize channel matrix feedback for the R18 study item.
Proposal 32:	Real-time performance monitoring that incurs high overhead, high complexity, or high latency should be deprioritized.
Proposal 33:	For model performance monitoring, specification change for reporting the target CSI with high resolution from UE to network requires clear justification as it incurs additional overhead and may not be necessary.
Proposal 34:	For model performance monitoring, study specification impact of the UE-side monitoring method that directly outputs intermediate KPI at the UE side.
Proposal 35:	Study specification impact of input-based model monitoring on the UE-side by comparing input samples at inference time to the training samples.
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