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Introduction
As part of Rel-18 Study Item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [1], 3GPP has agreed to study the framework for AI/ML for air-interface corresponding to target use cases considering aspects such as performance, complexity, and potential specification aspects. One of the identified use cases include:
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
Two sub-use cases have been identified for CSI feedback enhancements:
· CSI compression with two-sided model
· Time domain CSI prediction using UE sided model

For CSI prediction, the following has been further agreed in RAN#100 to limit the specification scope. 

Proposal 1: RAN tasks RAN WGs to study a subset of the specification impacts  of CSI prediction limited to the following aspects:
· data collection procedures reusing as much as possible what is defined for UE side use cases
· monitoring procedure and associated fallback mechanism to legacy CSI reporting

In this contribution, we discuss the remaining specification aspects of time domain CSI prediction. 
Potential specification impact for time domain CSI prediction using UE sided model 

For CSI prediction, specification impact was discussed in RAN1#114[9], and the following observations and agreements were made:
Observation
In CSI prediction using UE sided model use case, at least the following aspects have been proposed by companies on data collection, including: 
· Signaling and procedures for the data collection 
· data collection indicated by NW 
· Requested from UE for data collection 
· CSI-RS configuration 
· Assistance information for categorizing the data, if needed
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
Agreement
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
· Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 

For performance monitoring, further details are needed to capture the specification impact of the performance monitoring procedure for functionality-based LCM. In the agreement from RAN1#114, monitoring procedure related to fallback mechanism was agreed to be specified based on CSI related performance metrics and UE report. Other aspects of monitoring procedure related to functionality selection/activation/deactivation/switching was agreed to consider other UE side use cases, such as UE-sided beam management. It is crucial, however, to consider whether monitoring procedures defined for other UE sided use cases can be extended in a straightforward manner to CSI prediction. In addition, it is important to consider the efficiency of potentially applying different procedures, reports, and performance metrics for monitoring procedures for functionality selection/activation/deactivation/switching and monitoring procedures for fall back mechanism. 
[bookmark: _Hlk146892534]Proposal 1: For time domain CSI prediction using UE sided model, consider the feasibility of reusing functionality selection/activation/deactivation/switching defined for non-CSI UE-sided use cases.  
Proposal 2: For time domain CSI prediction using UE sided model, consider aligning the monitoring procedures for functionality selection/activation/deactivation/switching and monitoring procedures for fallback mechanism.

Further details are needed regarding the performance metrics used for performance monitoring as well as reporting model capability. These are inline with the specification impacts that were agreed to be included for CSI compression. 

Proposal 3: For time domain CSI prediction using UE sided model, consider specification impact needed to support the co-existence and fallback between AI/ML model and legacy non-AI/ML based CSI feedback mode. 

Proposal 4: For time domain CSI prediction using UE sided model, include at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting.
· Other monitoring solutions, at least including the following option:
· Input or Output data-based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection.

Proposal 5: For the UE sided CSI prediction, include the following specification impacts for the following aspects.
· Reporting model capability of CSI prediction (processing time, max future predicted time step, etc)
· gNB and UE’s alignment on prediction related time domain configuration information
· CSI reporting (e.g., Batch CSI report for current and past CSI) and CSI-RS configurations

[bookmark: _Hlk142665316]For the CSI prediction we need to select the different configuration that can be used in functionality or model ID based LCM. We need to discuss which aspects are to be included in functionality-based LCM and which in model ID based LCM and what are granularities for these configurations. 

Proposal 6: For CSI prediction using UE sided model consider the following configurations and their granularity that will be signaled and the corresponding specification impact in functionality-based LCM and/or model ID based LCM.
· UE speed
· Frequency PRBs
· Prediction window
· Observation window
· Scenario (UMa etc.)
· Performance requirement/monitoring
· Other additional configurations

In addition, there is a need to define and differentiate the conditions and additional conditions of the functionality.  

[bookmark: _Hlk146893125]Proposal 7: For time domain CSI prediction using UE sided model, consider
· which aspects should be specified as conditions of a Feature/FG available for functionality-based LCM.
· which aspects should be considered as additional conditions, and how to include them into model description information during model identification for model ID-based LCM.
[bookmark: _Hlk142659368]Potential specification impact for CSI compression with two-sided model

There is one main left-over issue from the last meeting regarding pro/con of different training collaboration types. 

Training collaboration

Currently we have several different options for training collaboration types for CSI compression and model delivery types. Furthermore, as we are at the end of SI and getting some initial observations regarding the performance of these different training collaboration type for CSI compression and their generalization aspects. Based on the slow progress in the general framework regarding two sided models and model ID based LCM, it is important that we prioritize the type(s) of training collaboration and model delivery type for CSI compression based on the performance gains, complexity and generalizability aspects. Therefore, from a workload perspective, it is important to discuss and select the type(s) training collaboration for CSI compression that will be prioritized and later studied in WI in Rel-19. Furthermore, we also need to discuss which of the model delivery type(s) should be prioritized and later studied in WI in Rel-19.
[bookmark: _Hlk142665333][bookmark: _Hlk134887625]Proposal 8: In CSI compression using two-sided model use case, discuss the pros/cons of different offline training collaboration types and select the training collaboration type(s) for CSI compression that will be prioritized and later studied in the WI.

Conclusion
In this contribution, we discussed a sub-use case on CSI feedback enhancements related to time domain CSI prediction using UE sided model. We made the following proposals.
Proposal 1: For time domain CSI prediction using UE sided model, consider the feasibility of reusing functionality selection/activation/deactivation/switching defined for non-CSI UE-sided use cases.  
Proposal 2: For time domain CSI prediction using UE sided model, consider aligning the monitoring procedures for functionality selection/activation/deactivation/switching and monitoring procedures for fallback mechanism.
Proposal 3: For time domain CSI prediction using UE sided model, consider specification impact needed to support the co-existence and fallback between AI/ML model and legacy non-AI/ML based CSI feedback mode. 

Proposal 4: For time domain CSI prediction using UE sided model, include at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting.
· Other monitoring solutions, at least including the following option:
· Input or Output data-based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection.

Proposal 5: For the UE sided CSI prediction, include the following specification impacts for the following aspects
· Reporting model capability of CSI prediction (processing time, max future predicted time step, etc)
· gNB and UE’s alignment on prediction related time domain configuration information
· CSI reporting (e.g., Batch CSI report for current and past CSI) and CSI-RS configurations

Proposal 6: For CSI prediction using UE sided model consider the following configurations and their granularity that will be signaled and the corresponding specification impact in functionality-based LCM and/or model ID based LCM.
· UE speed
· Frequency PRBs
· Prediction window
· Observation window
· Scenario (UMa etc.)
· Performance requirement/monitoring
· Other additional configurations

Proposal 7: For time domain CSI prediction using UE sided model, consider
· which aspects should be specified as conditions of a Feature/FG available for functionality-based LCM.
· which aspects should be considered as additional conditions, and how to include them into model description information during model identification for model ID-based LCM.
Proposal 8: In CSI compression using two-sided model use case, discuss the pros/cons of different offline training collaboration types and select the training collaboration type(s) for CSI compression that will be prioritized and later studied in the WI.
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