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[bookmark: _Ref129681832][bookmark: _Hlk134024791]In RAN1#114 meeting, the Rel-18 study on artificial intelligence (AI)/machine learning (ML) for NR air interface [1] was discussed. The following was agreed [2] on the topic of general aspects of AI/ML framework:
	Agreement
Conclude that applicable functionalities/models can be reported by UE.

Agreement
· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: Using a procedure other than UE capability report
· Note: The support and applicability of model identification Type A is a separate discussion.

Agreement
· When a model of a known structure at UE (e.g., Case z4) is transferred from NW, the new model being identified (e.g., via Type B2) has the same structure as an previously identified model at the Network and UE
· Note: the need of model transfer will be discussed separately

Agreement
· Model ID in RAN1 discussion may or may not be globally unique, and different types of model IDs may be created for a single model for various LCM purposes. 
· Note: Details can be studied in the WI phase.

Agreement
RAN1 confirms Assumption 2 in RAN2 LS.
	Assumption 2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.



Agreement
RAN1 confirms RAN2’s Assumption 3 for CSI compression, CSI prediction, beam prediction and Positioning use cases.
For positioning, it is noted that existing specification supports DL PRS measurement and UE positioning in both RRC_CONNECTED and RRC_INACTIVE state. 
	Assumption 3:
RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed.



Agreement (For Replying RAN2 LS)
· For CSI compression enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at NW/gNB/OAM/OTT server 
· For NW-sided model inference and NW-part of two-sided model inference, input data and assistance information (if needed) can be generated by UE and terminated at gNB.
· For UE-side model inference and UE-part of two-sided model inference, input data is internally available at UE/assistance information (if needed) can be generated by gNB and terminated at UE.
· For (real-time) model performance monitoring at the NW/OTT side, calculated performance metrics  (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB/OTT.

Agreement (For Replying RAN2 LS)
· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information is internally available at UE. can be generated by gNB and terminated at UE.
· For performancemodel monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/PRU/gNB/LMF and terminated at LMF/OTT server.
· For LMFNW-sided model inference (Case 2b, Case 3b), input data can be generated by UE/gNB and terminated at LMF gNB.
· For gNB-sided model inference (Case 3a), input data is internally available at gNB.
· For UE-side model inference (Case 1, Case 2a), input data/assistance information is internally available at UE can be generated by LMF/gNB and terminated at the UE.
· For modelperformance monitoring at the NWLMF side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE/gNB and terminated at LMF.
· For modelperformance monitoring at the NWgNB side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by at least gNB.
Note: RAN1 did not reply on the notes that, regarding training, different NW entities for training (gNB/CN/LMF/OAM) as it is out of RAN1’s expertise that RAN1 cannot confirm. RAN1 simply denoted them as NW in the reply.
Note: For assistance information, inform RAN2 related conclusions/agreements/observations. RAN1 did not reply on assistance information.
Note: RAN1’s understanding is that “input data” in the LS refers to essential inputs for the given use case and does not include assistance information that a model may additionally use as model input.  
Note: RAN1 notes that, regarding model monitoring, performance metric is not a part of data collection but should rather be discussed as a procedure for performance monitoring. Instead, data needed for performance metric calculation (if needed) should be captured in the data collection requirement.

Observation
· Scenario/configuration specific (including site-specific configuration/channel conditions) models may provide performance benefits in some studied use cases (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites).
· At least, when UE has limitation to store all related models, model delivery/transfer, if feasible, to UE may be beneficial, at the cost of overhead/latency associated with model delivery/transfer.
· Note: On-device Finetuning/retraining, if feasible, of a single model may be an alternative to model delivery/transfer.
· Note: a single model may generalize well in some studied use cases. 
· Note: Model transfer/delivery to UE may also face challenges, e.g., proprietary issues /burdens in some scenarios
Observation
· Model transfer/delivery of an unknown structure at UE has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.

Agreement (For Replying RAN2 LS)
· For CSI prediction enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information is internally available at UE can be generated by gNB and terminated at UE.
· For performancemodel monitoring at the NW side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE and terminated at gNB.

Agreement
To reply RAN2 LS, for 
	Assumption 1:
RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· For UE-side (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.


RAN1 informs RAN2:
· For model inference of the UE-sided model, input data for model inference is available inside the UE.

· For (real-time) model UE-side performance monitoring of the UE-sided model, in some cases, e.g., for CSI prediction and beam prediction, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.
· Note: RAN1’s understanding is that “data input” in the above refers to essential inputs for the given use case and does not include assistance information that a model may additionally use for performance metric calculation.

Note: RAN1’s understanding is that “input data” in the LS refers to essential inputs for the given use case and does not include assistance information that a model may additionally use as model input. RAN1 did not reply on assistance information.



In this contribution, we present our views on general aspects of AI/ML framework and proposals for moving forward.
Model identification types
It has been agreed in RAN1#114 meeting that once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point. One remaining FFS is for Type A, further study using a procedure other than UE capability report.
For model identification of UE-side or UE-part of two-sided models, model identification Type A is defined in RAN1#113 meeting as follows:
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
Therefore, it can be seen that Type A model identification is defined as an offline approach: before the usage of the model, Type A has already been identified to NW side without over-the-air signalling. Furthermore, all the information that is needed to describe the model has been aligned by UE side and NW side, including model input/output format and applicable conditions (scenarios, sites and datasets), etc. 
For Type A where model identification procedure may not be specified, model ID may be enough for UE side and NW side to align detailed model information, as has been agreed in the previous meeting: UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report. 
It is noted that model identification provides the mapping between model information and model ID between UE side and NW side. If this mapping can be determined or aligned between UE side and NW side offline or by default, the UE indication of supported AI/ML models after model identification via UE capability report may not be needed. Therefore, for other possible procedures other than UE capability report, we may take a step further where even UE capability report may not be needed. More specifically, all the model ID assignment and the association of model description information to a model are all coordinated offline between UE side and NW side. The model is by default available. This means that the supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report may not be needed. UE does not need to notify the availability of the model ready for usage via model ID report. This, however, may require heavy offline co-engineering effort from different vendors. Details need FFS.
Based on the above analysis, we propose the following:
Proposal 1: Once models are identified via Type A, considering that model identification provides the mapping between model information and model ID between UE side and NW side, if this mapping can be determined or aligned between UE side and NW side offline or by default (or all the model ID assignment and the association of model description information to a model are all coordinated offline between UE side and NW side), the UE indication of supported AI/ML models after model identification via UE capability report may not be needed (or UE does not need to notify the availability of the model ready for usage via model ID report).
Conclusions
In this contribution, we present our views on general aspects of AI/ML framework. Based on the discussions in the previous section we propose the following: 
Proposal 1: Once models are identified via Type A, considering that model identification provides the mapping between model information and model ID between UE side and NW side, if this mapping can be determined or aligned between UE side and NW side offline or by default (or all the model ID assignment and the association of model description information to a model are all coordinated offline between UE side and NW side), the UE indication of supported AI/ML models after model identification via UE capability report may not be needed (or UE does not need to notify the availability of the model ready for usage via model ID report).
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