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1. Introduction 
In RAN#94-e, the Rel-18 SID for Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface was approved [1], the objective of this study item is to study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact. In this SID, one specific use case for AI/ML is CSI feedback enhancement.
	Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels


In this contribution, we will share our views on AI/ML for CSI feedback enhancement, including some recommended sub use cases and the potential specification impacts of these sub use cases.
2. Potential spec impact for CSI compression
2.1. Training collaboration
In previous meetings [2] [3] [4] [5] [6], for the AI/ML model training collaboration types and their spec impacts, we have the following agreements:
	[bookmark: _Hlk131548004]Agreement
[bookmark: _Hlk115344030]In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· [bookmark: _Hlk115343842]Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 

Conclusion
In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.

Conclusion
In CSI compression using two-sided model use case, gradient-exchange based sequential training over the air interface is deprioritized in R18 SI.

Conclusion
In CSI compression using two-sided model use case, further discuss the pros/cons of different offline training collaboration types including at least the following aspects: 
· [bookmark: _Hlk131535830]Whether model can be kept proprietary 
· Requirements on privacy-sensitive dataset sharing 
· Flexibility to support cell/site/scenario/configuration specific model
· gNB/device specific optimization – i.e., whether hardware-specific optimization of the model is possible, e.g. compilation for the specific hardware
· Model update flexibility after deployment
· feasibility of allowing UE side and NW side to develop/update models separately
· Model performance based on evaluation in 9.2.2.1
· Whether gNB can maintain/store a single/unified model
· Whether UE device can maintain/store a single/unified model
· Extendability: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use 
· Whether training data distribution can be matched to the device that will use the model for inference
· Whether device capability can be considered for model development
· Other aspects are not precluded
· Note: training data collection and dataset/model delivery will be discussed separately 

Agreement
· In CSI compression using two-sided model use case, do not capture the column “Type 1 training at UE/NW/ neutral site with 3GPP transparent model delivery to UE and NW respectively” in the table that summarizes training collaboration Types 1.
· Note: both collaboration level y and z are considered for pros and cons of training types

· In CSI compression using two-sided model use case, the following table capture the pros/cons of training collaboration type 1:  
	   Training types



Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW











Note: capture unknown model structure with sequential retraining in the unknown model structure at UE/NW column as a note whenever needed. 



And we have the following proposed observation on the pros/cons of different training collaboration types [7]:
	
Proposed observation 2-1-1 (v1)  
In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 2 and type 3:  

		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Whether model can be kept proprietary 
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)

	Whether require privacy-sensitive dataset sharing
	No (Note 3)
	No (Note3)
	No (Note 3)
	No (Note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Difficult 
	
Semi-flexible. Less flexible compared to type 3
	Semi flexible 
	Semi flexible 
if assistance information is supported.
Not flexible otherwise 

	Whether gNB/device specific optimization is allowed
	Yes
	
Yes
	Yes
	Yes

	Model update flexibility after deployment (note 4)
	Not flexible

	
Semi-flexible. Less flexible compared to type 3
	Semi-flexible 

	Semi-flexible. 


	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
Feasbile
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model over different UE vendors for a CSI report configuration 
	Yes. Performance loss refers to 9.2.2.1 observations
	Yes. Performance loss refers to 9.2.2.1 observations
 
	Yes. Performance loss refers to 9.2.2.1 observations
 
	Yes. 
Performance loss refers to 9.2.2.1 observations

	Whether UE device can maintain/store a single/unified model over different NW vendors for a CSI report configuration 
	Yes. Performance loss refers to 9.2.2.1 observations 
	
Yes. Performance loss refers to 9.2.2.1 observations

	Yes per camped cell. 
Generalization over multiple NW, performance loss refers to 9.2.2.1 observations
	Yes (Note 5).
Performance loss refers to 9.2.2.1 observations

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	

Support 
	Support
	Not support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	

Not Support
	Not support
	Support

	Whether training data distribution can match the inference device
	More limited

	No consensus 

	Limited

	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations




In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 1:

		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary 
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (note 2)
	No (note 2)
	No (note 2)
	No (note 2)

	Flexibility to support cell/site/scenario/configuration specific model
	Flexible for NW defined scenario.
No otherwise 
 
	Flexible for NW defined scenario. No otherwise
	Semi-flexible, if assistance information is supported.
No otherwise. 
	Yes, if assistance information is supported.
No otherwise


	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	
Yes
	gNB: No
UE: Yes

	Yes

	Model update flexibility after deployment 
	Flexible 
	 

Flexible 
	Flexible
less flexible than Type 1 NW side
	 Flexible
less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	
No consensus
	
No consensus 
	 No consensus
	No consensus

	Whether gNB can maintain/store a single/unified model over different UE vendors for a CSI report configuration
	Yes
	

Yes
	No
	No 

	Whether UE device can maintain/store a single/unified model over different NW vendors for a CSI report configuration 
	 No

	 

No
	Yes
	Yes

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	
Yes

	
Yes

	
No

	
No


	Extendibility: To train new NW-side model compatible with UE-side model in use
	

No

	

No

	

Yes

	

Yes


	Whether training data distribution can match the inference device
	
Limited
 

	
Limited

	
Yes
	
Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	 

No
	

Yes 
	

Yes
	

Yes

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations


  
Note 1: Type 2 Sequential training assumes NW-first training, since Type 2 Sequential UE-first training would have similar pros/cons as Type 3 UE-first training 
Note 2: Assume information on model structure disclosed in training collaboration does not reveal proprietary information. 
Note 3: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  


Whether model can be kept proprietary
As for whether model can be kept proprietary, for Type 1 training, since part of the trained model will be transferred/delivered from the training entity to the other side, it will be not easy to keep model proprietary. Enen if the transferred model structure may be known by the other side, the parameters of the model may also need to be kept proprietary.
For Type 2 training, only the forward propagation and backward propagation information will be shared within the two sides, while the model itself is still trained at the same entity as inference phase, so there is no problem in keeping model proprietary for Type 2 training.
For Type 3 training, since only the dataset and some assistance information will be shared to the other side, the other part of model is excluded for sharing, we think the model can keep proprietary in Type 3 training. 
Observation 1: For CSI compression using Type 1 training collaboration, the model could not be kept proprietary; for CSI compression using Type 2 training collaboration, the model could be kept proprietary; for CSI compression using Type 3 training collaboration, the model could be kept proprietary.

[bookmark: _Hlk131543299]Requirements on privacy-sensitive dataset sharing
For Type 1 and Type 2 training, the dataset shared is the measured channel information at UE side if network need these measured datasets for model training. As for Type 3 training, the output of generation part or the input of reconstruction part is shared as part of dataset additionally. Therefore, we think both the two kinds of datasets are not related to requirements on privacy-sensitive. 
Observation 2: For CSI compression using Type 1, Type 2 and Type 3 training collaboration, the dataset for sharing is not privacy-sensitive.

Flexibility to support cell/site/scenario/configuration specific model
[bookmark: _Hlk134571522][bookmark: _Hlk134571606]Usually the cell/site/scenario/configuration is determined by or associated with a specific gNB, so it should be feasible to support cell/site/scenario/configuration specific model for Type 1 NW-sided training. As for Type 1 UE-sided training, UE need to obtain the assisted information about the cell/site/scenario/configuration. For Type 2 training, since the dataset is used in both NW and UE side, it may be difficult to have specific model. For Type 3 training, since there are a second training phase and an additional dataset transfer/delivery comparing with Type 1 training, we could call it semi-flexible to support cell/site/scenario/configuration specific model. In addition, the situation for Type 3 training UE-first training is the same as Type 1 UE-sided training, both of them need assisted information about the cell/site/scenario/configuration.
Observation 3: For Type 1 training, it is flexible to support cell/site/scenario/configuration specific model, but UE-sided training needs some assisted information signaling; for Type 2 training, it is difficult to support cell/site/scenario/configuration specific model; for Type 3 training, it is semi-flexible to support cell/site/scenario/configuration specific model, but UE first training needs some assisted information signaling.

Whether gNB/device specific optimization is allowed
[bookmark: _Hlk134610659]For Type 1 training, once the model has been trained for deployment, it will be transferred to multiple entities for inference. If gNB/device specific optimization is needed, the gNB/device specific training is also needed, which might restrict the optimization. As for Type 2 and Type 3 training, considering the characteristic of training procedure itself, it is much easy to perform gNB/device specific optimization.
Observation 4: For Type 1 training, it is restricted to support gNB/device specific optimization; for Type 2 and Type 3 training, it is feasible to support gNB/device specific optimization.

Model update flexibility after deployment
[bookmark: _Hlk134615030]For Type 1 and Type 3 training, if model update is needed after deployment, both the two parts of model need to be retrained. The overhead of retraining for Type 1 and Type 3 training is the same, but for Type 3 training, the additional dataset sharing is needed to facilitate the other side’s training. So, we could say it is flexible to model update after deployment for Type 1 training, while it is semi-flexible for Type 3 training.
But for Type 2 training, from the characteristics itself, it is clearly not flexible to model update after deployment.
Observation 5: For Type 1 training, it is flexible to model update after deployment, while it is semi-flexible for Type 3 training; for Type 2 training, it is not flexible to model update after deployment.

[bookmark: _Hlk134622466]Feasibility of allowing UE side and NW side to develop/update models separately
Considering Type 3 training is separate training, it should be naturally feasible to allow UE side and NW side to develop/update models separately. As for Type 2 simultaneous training which is performed jointly, it should be infeasible; while for Type 2 sequential NW first training, it is much like Type 3 NW first training an can be considered as feasible. 
[bookmark: _Hlk134615960][bookmark: _Hlk134616017]For Type 1 training, if the distillation method is feasible, then maybe it possible to allow UE or NW to develop a new model. At least, we could say it is limited to allow UE side and NW side to develop/update models separately.
Observation 6: For Type 3 training and Type 2 sequential NW first training, it is flexible to allow UE side and NW side to develop/update models separately, while it is inflexible for Type 2 simultaneous training; for Type 1 training, it is limited to allow UE side and NW side to develop/update models separately.

Whether gNB/UE device can maintain/store a single/unified model for a CSI report configuration
For Type 1 NW-sided training, gNB could train one model for multiple UE devices, while gNB could still maintain/store a single/unified model. But for UE, considering mobility or handover, one UE device could obtain different models from different gNBs, so we think a UE device could not maintain/store a single/unified model for a CSI report configuration.
For Type 1 UE-sided training, a UE device could train one model for the specific gNB, while the gNB will obtain multiple models from multiple UE devices. Therefore, we think UE device could maintain/store a single/unified model while gNB could not.
Observation 7: For Type 1 NW-sided training, gNB could maintain/store a single/unified model while UE device could not; for Type 1 UE-sided training, UE device could maintain/store a single/unified model while gNB could not.

[bookmark: _Hlk134622600]Extendibility: to train new UE-side model compatible with NW-side model in use
For this issue, we think the situation is similar with the aspect of “Feasibility of allowing UE side and NW side to develop/update models separately”. For Type 3 training, it is supported. For Type 2 simultaneous training, it is not supported; for Type 2 sequential NW first training, it is much like Type 3 training and supported to train a new UE-side model. For Type 1 training, if it is NW-sided Type 1 training, then UE could train a new UE-sided model for itself and just make sure the new model is compatible with the previously received model or the NW-sided model; while for UE-sided Type 1 training, UE could retain a new model for UE side, however it cannot make sure the new model is compatible with NW-side model in use, since NW side might have some implementation-based optimization.
Observation 8: For NW-sided Type 1 training, it is supported to train new UE-side model compatible with NW-side model in use (extendibility); for UE-sided Type 1 training, it is limited.
Observation 9: For Type 2 simultaneous training, it is not supported to train new UE-side model compatible with NW-side model in use (extendibility); for Type 2 sequential NW first training, it is supported.
Observation 10: For Type 3 NW first training, it is supported to train new UE-side model compatible with NW-side model in use (extendibility); for Type 3 UE first training, it is not supported.

Extendibility: to train new NW-side model compatible with UE-side model in use 
For the same reason with the above issue, we have the following observations:
Observation 11: For UE-sided Type 1 training, it is supported to train new NW-side model compatible with UE-side model in use (extendibility); for NW-sided Type 1 training, it is limited.
Observation 12: For Type 2 simultaneous training, it is not supported to train new NW-side model compatible with UE-side model in use (extendibility); for Type 2 sequential NW first training, it is also not supported.
Observation 13: For Type 3 NW first training, it is not supported to train new NW-side model compatible with UE-side model in use (extendibility); for Type 3 UE first training, it is supported.

Whether training data distribution can match the inference device
[bookmark: _Hlk134623476][bookmark: _Hlk134623538][bookmark: _Hlk134623494]For Type 1 UE-sided training and Type 3 UE first training, at least it should be possible that training data distribution can match the inference device (UE device); while for Type 1 NW-sided training and Type 3 NW first training, NW side need some assisted information from UE to make sure the training data could match the inference device.
Observation 14: For Type 1 UE-sided training and Type 3 UE first training, the training data distribution can match the inference device; while for Type 1 NW-sided training and Type 3 NW first training, it needs some assisted information from UE.

Software/hardware compatibility (Whether device capability can be considered for model development)
[bookmark: _Hlk134624156]For Type 2 training and Type 3 training, since both the two sided are involved with the training operation, the software/hardware compatibility should have been considered during training. For Type 1 UE-sided training, UE’s software/hardware compatibility will be considered naturally, but for Type 1 NW-sided training, it is only possible for device specific model or some assisted information from UE is needed.
[bookmark: _Hlk134624191]Observation 15: For Type 2 training, Type 3 training and Type 1 UE-sided training, the software/hardware compatibility could be considered; while for Type 1 NW-sided training, it is conditional with some assisted information from UE.

In summary, we have the following observations on the 3 different collaboration types:
Observation 16: In CSI compression using two-sided model use case, the following table capture the pros/cons of training collaboration type 1:  

		      Training types
Characteristics

	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at UE

	Whether model can be kept proprietary
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (Note 1)
	No (Note 1)
	No (Note 1)
	No (Note 1)

	Flexibility to support cell/site/scenario/configuration specific model
	Yes
	Yes
	Yes. With assisted information signaling. Less flexible than Type 1-NW side.
	Yes. With assisted information signaling. Less flexible than Type 1-NW side.

	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	Restricted
	gNB: No
UE: Yes
	Restricted

	Model update flexibility after deployment
	Flexible
	Flexible
	Conditional, flexible with assisted information, less flexible than Type 1 NW side
	Conditional, flexible with assisted information, less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	Limited
	Limited
	Limited
	Limited

	Whether gNB can maintain/store a single/unified model for a CSI report configuration
	Yes
	Yes
	No
	No

	Whether UE device can maintain/store a single/unified model for a CSI report configuration
	No
	No
	Yes
	Yes

	Extendibility: to train new UE-side model compatible with NW-side model in use
	Yes
	Yes
	No
	No

	Extendibility: To train new NW-side model compatible with UE-side model in use
	No
	No
	Yes
	Yes

	Whether training data distribution can match the inference device
	Conditional, with assisted information from UE
	Conditional, with assisted information from UE
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Conditional, with assisted information from UE
	Yes
	Yes
	Yes

	Model performance based on evaluation in 9.2.2.1
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations



Note 1: Assume information on model structure disclosed in training collaboration does not reveal proprietary information. 

Observation 17: In CSI compression using two-sided model use case, the following table capture the pros/cons of training collaboration type 2 and type 3:  

	Training types

Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential NW first (note 1)
	NW first
	UE first

	Whether model can be kept proprietary
	Yes
	Yes (note 2)
	Yes
	Yes

	Whether require privacy-sensitive dataset sharing
	No
	No (note3)
	No
	No

	Flexibility to support cell/site/scenario/configuration specific model
	Difficult
	Semi-flexible. Less flexible compared to type 3
	Semi-flexible.
	Semi-flexible. With assisted information signaling

	Whether gNB/device specific optimization is allowed
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment
	Not flexible
	Semi-flexible. Less flexible compared to type 3
	Semi-flexible

	Conditional semi-flexible, with assisted information

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	Feasible
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model for a CSI report configuration
	Yes. Performance loss refers to 9.2.2.1 observations
	Yes. Performance loss refers to 9.2.2.1 observations 
	Yes. Performance loss refers to 9.2.2.1 observations
	Yes. Performance loss refers to 9.2.2.1 observations

	Whether UE device can maintain/store a single/unified model for a CSI report configuration
	Yes. Performance loss refers to 9.2.2.1 observations
	Yes. Performance loss refers to 9.2.2.1 observations 
	Yes. Performance loss refers to 9.2.2.1 observations
	Yes. Performance loss refers to 9.2.2.1 observations

	Extendibility: to train new UE-side model compatible with NW-side model in use
	Not support
	Support
	Support
	Not support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support
	Not support
	Not support
	Support

	Whether training data distribution can match the inference device
	Restricted
	Restricted
	Conditional, with assisted information from UE
	
Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations


Note 1: Type 2 Sequential training assumes NW-first training, since Type 2 Sequential UE-first training would have similar pros/cons as Type 3 UE-first training 
Note 2: Assume information on model structure disclosed in training collaboration does not reveal proprietary information. 
Note 3: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 

2.2. Data collection
In RAN1#114 meeting [6], in AI/ML based CSI compression, regarding training collaboration type 3 sequential training, the following proposal was proposed:
	Proposal 2-2-1(v1)
In CSI compression using two-sided model use case with training collaboration type 3, for sequential training, further study necessity, feasibility, and potential specification impact on:
· CSI reconstruction model training dataset and/or other information delivery from UE side to NW side 
· CSI generation model training dataset and/or other information delivery from NW side to UE side 
· Dataset delivery methods including offline delivery, and potential over the air delivery.  
· Data sample format/type, e.g., input/output type/format, rank value, layer segmentation, scalability information, etc. 
· CSI report related information. E.g., Quantization/de-quantization related information, scalability information, etc.
· Quantization/de-quantization related information
· Other aspects are not precluded.
· Note: other information includes assisted information. 





Fig.1 Procedure with model training at network side for Type 3 with NW-first training
Based on the above figure about the procedure for Type 3 NW-first training, at least the CSI generation model training dataset is needed to facilitate the following UE-sided generation part training. And the dataset format for transfer should be discussed naturally. In addition, to make sure UE side have knowledge on the received dataset, some assistance information is also needed to be transferred to UE side, like the quantization and dequantization information.
Some reason for Type 3 UE-first training, the CSI reconstruction model training dataset and other assistance information delivery from UE side to NW side is needed.
Proposal 1: In CSI compression using two-sided model use case with training collaboration type 3, for sequential training, the following can be further studied:
· CSI reconstruction model training dataset and/or other information delivery from UE side to NW side 
· CSI generation model training dataset and/or other information delivery from NW side to UE side 
· Data sample format/type/assistance information   
· Quantization/de-quantization related information

3. Potential spec impact for CSI prediction
In previous meeting [6], for the potential spec impact on the sub use case of CSI prediction, we have the following agreements:
	Observation
In CSI prediction using UE sided model use case, at least the following aspects have been proposed by companies on data collection, including: 
· Signaling and procedures for the data collection 
· data collection indicated by NW 
· Requested from UE for data collection 
· CSI-RS configuration 
· Assistance information for categorizing the data, if needed
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
Agreement
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
· Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 



Since we have decided that only one-sided model can be used for time domain CSI prediction and the model can only be deployed at UE side. The spec impact of this sub use case is mainly focused on the inference phase and LCM related procedure, including model monitoring etc.
3.1. Model Inference
[bookmark: _Hlk131709447]Regarding the spec impact during inference phase, considering there have been good progress on CSI codebook enhancement for high/medium UE velocities in Rel-18 MIMO item. It has been agreed some enhancements on the CSI measurement configuration and reporting configuration to facilitate CSI prediction, including some concepts related to measurement window, reporting window, etc. 
In this sense, when we discuss the potential spec impact during inference phase, we think we could take the agreements achieved in Rel-18 9.1.2 sub-agenda as a starting point. And the enhancement on CSI measurement configuration and reporting configuration for CSI codebook targeting high/medium UE velocities can be reused for AI/ML-enabled CSI prediction. 
Proposal 2: For CSI prediction, regarding the spec impact during inference phase, we could take the agreements achieved in Rel-18 9.1.2 sub-agenda as a starting point.
[bookmark: _Hlk131709413][bookmark: _Hlk131709401]Some CSI related parameters agreed in 9.1.2 sub-agenda are appropriate for non-AI-enabled CSI feedback and most of them are decided based on the simulation results without assuming AI/ML algorithm involved. However, if these parameters are reused for AI-enabled CSI prediction, we might need to revisit some of them to adapt AI/ML based scheme and release the maximum gain of AI/ML based approach.
Proposal 3: For CSI prediction, some CSI related parameters agreed in 9.1.2 sub-agenda might need revision to adapt AI/ML-enabled CSI prediction.
4. Conclusion
Observation 1: For CSI compression using Type 1 training collaboration, the model could not be kept proprietary; for CSI compression using Type 2 training collaboration, the model could be kept proprietary; for CSI compression using Type 3 training collaboration, the model could be kept proprietary.
Observation 2: For CSI compression using Type 1, Type 2 and Type 3 training collaboration, the dataset for sharing is not privacy-sensitive.
Observation 3: For Type 1 training, it is flexible to support cell/site/scenario/configuration specific model, but UE-sided training needs some assisted information signaling; for Type 2 training, it is difficult to support cell/site/scenario/configuration specific model; for Type 3 training, it is semi-flexible to support cell/site/scenario/configuration specific model, but UE first training needs some assisted information signaling.
Observation 4: For Type 1 training, it is restricted to support gNB/device specific optimization; for Type 2 and Type 3 training, it is feasible to support gNB/device specific optimization.
Observation 5: For Type 1 training, it is flexible to model update after deployment, while it is semi-flexible for Type 3 training; for Type 2 training, it is not flexible to model update after deployment.
Observation 6: For Type 3 training and Type 2 sequential NW first training, it is flexible to allow UE side and NW side to develop/update models separately, while it is inflexible for Type 2 simultaneous training; for Type 1 training, it is limited to allow UE side and NW side to develop/update models separately.
Observation 7: For Type 1 NW-sided training, gNB could maintain/store a single/unified model while UE device could not; for Type 1 UE-sided training, UE device could maintain/store a single/unified model while gNB could not.
Observation 8: For NW-sided Type 1 training, it is supported to train new UE-side model compatible with NW-side model in use (extendibility); for UE-sided Type 1 training, it is limited.
Observation 9: For Type 2 simultaneous training, it is not supported to train new UE-side model compatible with NW-side model in use (extendibility); for Type 2 sequential NW first training, it is supported.
Observation 10: For Type 3 NW first training, it is supported to train new UE-side model compatible with NW-side model in use (extendibility); for Type 3 UE first training, it is not supported.
Observation 11: For UE-sided Type 1 training, it is supported to train new NW-side model compatible with UE-side model in use (extendibility); for NW-sided Type 1 training, it is limited.
Observation 12: For Type 2 simultaneous training, it is not supported to train new NW-side model compatible with UE-side model in use (extendibility); for Type 2 sequential NW first training, it is also not supported.
Observation 13: For Type 3 NW first training, it is not supported to train new NW-side model compatible with UE-side model in use (extendibility); for Type 3 UE first training, it is supported.
Observation 14: For Type 1 UE-sided training and Type 3 UE first training, the training data distribution can match the inference device; while for Type 1 NW-sided training and Type 3 NW first training, it needs some assisted information from UE.
Observation 15: For Type 2 training, Type 3 training and Type 1 UE-sided training, the software/hardware compatibility could be considered; while for Type 1 NW-sided training, it is conditional with some assisted information from UE.
Observation 16: In CSI compression using two-sided model use case, the following table capture the pros/cons of training collaboration type 1:  
		      Training types
Characteristics

	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at UE

	Whether model can be kept proprietary
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (Note 1)
	No (Note 1)
	No (Note 1)
	No (Note 1)

	Flexibility to support cell/site/scenario/configuration specific model
	Yes
	Yes
	Yes. With assisted information signaling. Less flexible than Type 1-NW side.
	Yes. With assisted information signaling. Less flexible than Type 1-NW side.

	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	Restricted
	gNB: No
UE: Yes
	Restricted

	Model update flexibility after deployment
	Flexible
	Flexible
	Conditional, flexible with assisted information, less flexible than Type 1 NW side
	Conditional, flexible with assisted information, less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	Limited
	Limited
	Limited
	Limited

	Whether gNB can maintain/store a single/unified model for a CSI report configuration
	Yes
	Yes
	No
	No

	Whether UE device can maintain/store a single/unified model for a CSI report configuration
	No
	No
	Yes
	Yes

	Extendibility: to train new UE-side model compatible with NW-side model in use
	Yes
	Yes
	No
	No

	Extendibility: To train new NW-side model compatible with UE-side model in use
	No
	No
	Yes
	Yes

	Whether training data distribution can match the inference device
	Conditional, with assisted information from UE
	Conditional, with assisted information from UE
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Conditional, with assisted information from UE
	Yes
	Yes
	Yes

	Model performance based on evaluation in 9.2.2.1
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations


Note 1: Assume information on model structure disclosed in training collaboration does not reveal proprietary information. 
Observation 17: In CSI compression using two-sided model use case, the following table capture the pros/cons of training collaboration type 2 and type 3:  
	Training types

Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential NW first (note 1)
	NW first
	UE first

	Whether model can be kept proprietary
	Yes
	Yes (note 2)
	Yes
	Yes

	Whether require privacy-sensitive dataset sharing
	No
	No (note3)
	No
	No

	Flexibility to support cell/site/scenario/configuration specific model
	Difficult
	Semi-flexible. Less flexible compared to type 3
	Semi-flexible.
	Semi-flexible. With assisted information signaling

	Whether gNB/device specific optimization is allowed
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment
	Not flexible
	Semi-flexible. Less flexible compared to type 3
	Semi-flexible

	Conditional semi-flexible, with assisted information

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	Feasible
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model for a CSI report configuration
	Yes. Performance loss refers to 9.2.2.1 observations
	Yes. Performance loss refers to 9.2.2.1 observations 
	Yes. Performance loss refers to 9.2.2.1 observations
	Yes. Performance loss refers to 9.2.2.1 observations

	Whether UE device can maintain/store a single/unified model for a CSI report configuration
	Yes. Performance loss refers to 9.2.2.1 observations
	Yes. Performance loss refers to 9.2.2.1 observations 
	Yes. Performance loss refers to 9.2.2.1 observations
	Yes. Performance loss refers to 9.2.2.1 observations

	Extendibility: to train new UE-side model compatible with NW-side model in use
	Not support
	Support
	Support
	Not support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support
	Not support
	Not support
	Support

	Whether training data distribution can match the inference device
	Restricted
	Restricted
	Conditional, with assisted information from UE
	
Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations


Note 1: Type 2 Sequential training assumes NW-first training, since Type 2 Sequential UE-first training would have similar pros/cons as Type 3 UE-first training 
Note 2: Assume information on model structure disclosed in training collaboration does not reveal proprietary information. 
Note 3: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Proposal 1: In CSI compression using two-sided model use case with training collaboration type 3, for sequential training, the following can be further studied:
· CSI reconstruction model training dataset and/or other information delivery from UE side to NW side 
· CSI generation model training dataset and/or other information delivery from NW side to UE side 
· Data sample format/type/assistance information   
· Quantization/de-quantization related information
Proposal 2: For CSI prediction, regarding the spec impact during inference phase, we could take the agreements achieved in Rel-18 9.1.2 sub-agenda as a starting point.
Proposal 3: For CSI prediction, some CSI related parameters agreed in 9.1.2 sub-agenda might need revision to adapt AI/ML-enabled CSI prediction.
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