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Introduction

In the previous meeting, the discussion focused on model identification, model ID report in UE capability report, model transfer/delivery. Besides, the reply to the RAN2 LS on data collection was intensively discussed and agreed. Due to diverse views on model-ID-based LCM, the study on general aspects of AI/ML framework cannot be concluded as finished in the meeting. In the RANP#101 meeting, it was agreed that this SI can be extended to Q4 [1], with focus on general aspects and CSI. 

In this contribution we share our views and considerations on functionality-based LCM and model-ID based LCM, and assessment/monitoring of inactive model(s)/functionality(s).

[bookmark: _Hlk146753124]Functionality-based LCM and model-ID based LCM


	Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.

Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 

Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 

Agreement
· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: Using a procedure other than UE capability report
· Note: The support and applicability of model identification Type A is a separate discussion.


According to the discussion in the previous meeting, model-ID-based LCM and its relationship with functionality-based LCM were still controversial. The most controversial part in the model-ID-based LCM is model identification.

Among three types of model identification, only the model identification procedure of Type A model was given and agreed in the previous meeting. One way to make progress in the model-ID-based LCM is to further clarify the procedures of Type B1 and Type B2 with more details, and figure out common understanding on their applicable scenarios and potential STD impacts, respectively. However, considering limited TUs in Q4, further discussions on model identification might not be a good choice. 

Regarding Type B1, it seems to be a further procedure after Type A. The offline identification should be a prior step to the over-the-air identification.  In this sense, it cannot be regarded as an independent model identification type of Type A. The other issue as pointed out by some companies is how to select representative UE for the prior offline identification. Continuing the discussion and studying on its details may not be helpful to address the concern.  

Regarding Type B2, it is for model transfer only. Considering the UE implementation feasibility, it is very likely that model transfer is out of the scope of Rel-19 WI. Similar to Type B1, Type B2 is also conditioned on that “the model may be assigned with a model ID during the model identification”. 

Therefore, we think that to progress the discussion on model identification, we can first deprioritize Type B1 and Type B2, and focus on the leftover issues of model identification via Type A.

[bookmark: _Hlk146753104]Proposal-1: To progress the study on model-ID-based LCM:
· Deprioritize Type B1/B2 model identification.

One drawback of Type A model identification is the assumption that the model-ID generation is via offline procedure and is a global ID. All or most of LCM procedures are anchored to the model-ID. The flexibility of over-the-air model control between UE and gNB is reduced and restricted by such kind of assumption.  

In contrast, functionality-based-LCM takes the legacy UE capability report as the starting point for functionality identification. Other LCM procedures can be supported via over-the-air interactions between NW and UE. Legacy procedures and signaling can be references in normative phase for the functionality-based operations. 

To overcome the drawback of model-ID-based LCM, studying new over-the-air model identification other than Type B1 and Type B2 may be a valuable direction to reduce the concerns on this LCM.  

According to the latest agreement in the previous meeting, model ID may not be restricted to be global only. Local model ID may be adopted in LCM procedures with lower overhead than the global one. The local model ID is assigned from gNB to UE over the air. Its dependency on the Type A model identification should be avoided as much as possible. 

	Agreement
· Model ID in RAN1 discussion may or may not be globally unique, and different types of model IDs may be created for a single model for various LCM purposes. 
· Note: Details can be studied in the WI phase.

Agreement
· Once models are identified via Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: Using a procedure other than UE capability report
· Note: The support and applicability of model identification Type A is a separate discussion.



[bookmark: _Hlk146753082]Proposal-2: In model-ID-based LCM, the model-ID may or may not be globally unique. Local-model-ID-based procedures are suggested to be studied, at least taking the following aspects into account: 
· Over-the-air model identification procedure, if applicable.
· Model-level control based on local model ID.

To have more granular control on functionality, multiple functionalities under a feature may need to be considered. If so, functionality-ID has to be introduced to ease the functionality control. If it is the case, local model ID and local functionality ID are equivalent to a large extent.

With the help of local model/functionality ID, the same/similar AI/ML inference signaling and procedures can be designed for both LCMs, such as the activation/deactivation/fallback/switching procedures. 

[bookmark: _Hlk142593797]Proposal-3: To reduce workload on signaling designs for two LCMs respectively, unified AI/ML procedures for functionality/model-ID based LCM are worth being studied, including:
· Local model/functionality ID can be introduced for model identification and functionality identification.
· Unified AI/ML inference procedures can be studied for AI/ML model/functionality activation, deactivation, fallback, and switching. 

	FL closing remark and 8-6e:
This was not agreed despite intense online/offline discussion. FL proposes to take the following 8-6e as the starting point for continued discussion in the next meeting.

Proposed conclusion 8-6e:

Regarding functionality-based LCM and model-ID-based LCM:
· Functionality-based LCM is the common baseline of the two LCMs in that it relies on legacy-like Features.
· Model-ID-based LCM is a unifying superset of the two LCMs in that functionality-based LCM can be considered as a special case of model-ID-based LCM that uses a single fixed/dummy model ID.
· Functionality-based LCM provides functionality-level management of AI/ML operations by NW for UE-side and two-sided models.
· Model-ID-based LCM additionally provides more granular, model-level management by NW of UE-side and two-sided models, which may provide benefits in the following scenarios:
· UE side models with model transfer
· Pairing of two-sided models
· For aligned understanding on the additional conditions (e.g., scenario/configuration/site/dataset) between UE and NW for scenario/configuration/site/dataset-specific AI/ML operations.




FL suggested to take 8-6e [2] as the starting point for continued discussions in this meeting. Based on our understanding, the original intention of this proposal is to identify the cases where these two LCMs are applicable. 

We think both functionality-based LCM and model-ID-based LCM are feasible. But the Pros and Cons of each LCM are different. It would be a good way to draw the conclusion on its applicable cases based on the Pros/Cons analysis. Our understandings on this issue are summarized as follows:
· One big challenge of applying AI/ML to real network is the consistency of the statistics of the data used in model training stage and the data feature during model inference stage. In the evaluation of each use case in this SI, several generalization capability tests are assessed. Based on the simulation results of the test cases, the performance degradation of using one model under different scenarios can be acceptable if the model is trained with a mixed dataset of the test scenarios. However, the observations are not convincing enough to foresee the potential of using only one universal model at UE side. Taking various environment, urban, and building into account, the AI/ML model resided at UE with mobility assumption will face big changes in the radio channels because of diverse statistics of its input data in different time/location. Therefore, it is more reasonable to assume that multiple models for one functionality are necessary for UE-side model/model part. For functionality-based-LCM, model-level control is fully dependent on UE-side, additional efforts would be needed to avoid potential performance loss. 

· The other consistence request, across training and inference, is the model pairing for two-sided models. In this case, it is hard to figure out a way that is not model-ID-based. In the previous meeting, among six options of pairing information, only option-6 is not ID-based, i.e., UE/NW offline co-engineering alignment, which is transparent to 3GPP specification. The other 5 options, however, are all ID-based pairing, no matter what the ID names are. More or less, they can be counted as ‘model-ID-like’ pairing information. 

[bookmark: _Hlk146753021]Observation-1: Since there is no reliable proof on the feasibility of only one universal model at UE-side, it is a reasonable assumption to use multiple models under one functionality for UE-side model and model-part at UE side.

Observation-2: In terms of model-level control, functionality-based-LCM has weakness in its operational granularity. 

Observation-3: Model-ID-based pairing information or Model-ID-like pairing information seems to be the only tool to support the pairing mechanism for two-sided model.

The advantages of functionality-based-LCM lie in its compatibility to the legacy procedures, such as its potential to reuse UE capability report, and other legacy functionality-based procedure/signaling. As a result, the standard impacts of this LCM and the dependency on other WGs are smaller than those of model-ID-based LCM. Besides, the over-the-air identification relaxes the necessity of core network involvement.

For one-sided model, if model selection and matching to data feature can be handled easily, functionality-based-LCM would be better than the other LCM.

For two-sided model, however, the request of model pairing seems to be very difficult without the involvement of model-ID or other IDs. 

[bookmark: _Hlk146752874]Observation-4: Compared with model-ID-based-LCM, functionality-based-LCM is more compatible with the legacy procedure/signaling, and the study of its LCM procedures has less dependency on other WGs.

With the above analysis, we make the following observation and proposal as our conclusions.

Observation-5: For one-sided model, functionality-based-LCM would be a better choice if reliable model-level control can be provided.
For two-sided model, model-ID-based-LCM or introducing model-ID-based/model-ID-like pairing to functionality-based-LCM would be an option.

[bookmark: _Hlk146752792]Proposal-4: Both Model-ID-based-LCM and Functionality-based-LCM should be supported in the WI phase. To reduce the workload in normative phase, it is suggested that:
· For Two-sided model, two alternatives can be studied:
Alt-1: Model-ID-based-LCM
Alt-2: Functionality-based-LCM with model-ID-based/model-ID-like pairing
· For one-sided model, study Functionality-based-LCM with enhancement on model-level control

[bookmark: _Hlk146752961]Assessment/monitoring of inactive model(s)/functionality(es)

In RAN1#113, a high-level agreement on model monitoring/assessment of inactive model was agreed.

	[bookmark: _Hlk142410988]Agreement
[bookmark: _Hlk141882064]For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:
· Assessment/Monitoring based on the additional conditions associated with the model/functionality
· Assessment/Monitoring based on input/output data distribution
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)
FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any. 



In the RAN1#114 meeting, FL made a proposal (8-13) in the FL summary [2], but had no time to discuss it in the online session. 

	Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· [bookmark: _Hlk146216929]One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities. Configuring an AI/ML model/functionality for monitoring without activation (i.e., e.g., monitoring-only mode without inferencemeasurement reporting)
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring an AI/ML model/functionality for monitoring without activation (i.e., e.g., monitoring-only mode without inferencemeasurement reporting predicted beams in BM Case 1 and 2)
· Dataset sharing from the network to the UE for assessment/monitoring of the inactive model/functionality.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.

Performance indicators Target performance may be provided aligned during model identification, in addition to any RAN4 tests.




Considering the potential challenges of using large scale field data in model training and the limitation of RAN4 test for AI/ML models, we think model monitoring/assessment for both active models and inactive models in a live network is very important for practical application of AI4AI feature to network.

Basically, there are two cases where inactive model/functionality monitoring/assessment is needed:
· Case-1: for activation of a model/functionality:
In this case, the target of the monitoring/assessment is to judge whether AI/ML’s performance is better than that of the legacy non-AI method. Besides, it is required to select a model/functionality with the best performance to be activated if there are multiple models/functionalities residing at UE side.
· Case-2: for model/functionality switching:
In this case, the target of the monitoring/assessment is to find another model/functionality with better performance and switch to the better one. 
In both cases, there is a need to do performance comparison among multiple models or functionalities in inactive state. It is the main difference from monitoring an active model/functionality, wherein no performance comparison across models or functionalities is needed.

[bookmark: _Hlk146752764]Observation-6: It is necessary to study inactive model/functionality monitoring/assessment for the following two cases:
· Case-1: activation of a model/functionality
· Case-2: model/functionality switching

[bookmark: _Hlk146752726]Observation-7: At least model selection is a necessary step in monitoring/assessment of inactive models/functionalities, which is different from the active model/functionality monitoring.

[bookmark: _Hlk146752688]Proposal-5: Study inactive model/functionality monitoring/assessment with the consideration of the following two cases:
· Case-1: for activation of a model/functionality:
· Case-2: for model/functionality switching:

[bookmark: _Hlk146135656]As proposed by the FL, one way to monitor multiple inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring active models/functionalities. 

This method does not work if the models at UE side are transparent to NW in functionality-based-LCM. 

Even if NW has inactive model’s information, activating multiple models/functionalities and reporting to NW will cause high resource consumption and signaling overhead. In addition, the latency of this procedure may be quite long if the number of inactive models/functionalities is large.

[bookmark: _Hlk146752709]Observation-8: The way to monitor inactive models/functionalities by activating them and reusing mechanisms defined for monitoring of active models/functionalities cannot work or work well in the following situations:
· In functionality-based-LCM, NW-side is unaware of inactive models/model parts at UE side.
· The cost of activating inactive models/functionalities is too high in term of RS resource consumption, signaling overhead and assessment latency.

[bookmark: _Hlk146752666]Prposal-6: A new scheme for assessment/monitoring of inactive models/functionalities needs to be studied with the following observations:
· activating inactive models and reusing model monitoring mechanisms cannot work in functionality-based-LCM due to unawareness of models at NW.
· high signaling overhead and latency cost in the way of activating inactive models, even with awareness of models at NW.

For UE-side model/model part/functionality, the assessment/monitoring can be further categorized as UE-side assessment/monitoring and NW-side assessment/monitoring.

[bookmark: _Hlk146738495]Cat-1: UE-side assessment/monitoring
UE monitors the performance metric and selects the best model/functionality for activation or for model/functionality switching, including two sub-cases:

Cat-1a: UE will make a performance comparison between the AI/ML method and the non-AI/ML method in terms of the performance metric, or 
UE will make a performance comparison between the activated model/functionality and the inactive models/functionalities in terms of the performance metric.

Cat-1b: UE will make a comparison among AI/ML models/functionalities in terms of the performance metric. 
Cat-2: NW-side assessment/monitoring.
In this case, NW may directly or indirectly monitor the performance of UE’s model/functionality and make decisions on the activation of a model/functionality, including two sub-cases.

Cat-2a: NW monitors the performance metric(s), and NW makes decision(s) on model activation.
For this case, UE needs to report the performance metric of each inactive model/functionality to NW.

Cat-2b: UE monitors the performance metric(s) and selects some of them to report to NW. NW makes decision(s) on model activation.

Regarding UE-side assessment/monitoring, UE needs a criterion for its performance comparison between the non-AI method and the AI/ML method, or needs a criterion for its performance compassion between the activated model/functionality and the inactive AI/ML model/functionality. A similar criterion is also needed for UE-side model/functionality selection. The compassion criterion or performance preference and performance metric should be decided by NW side, which is from NW’s expectation on AI/ML’s benefits. For example, NW may expect to have RS overhead reduction via using UE-side model for TX beam prediction. Then, the NW may configure UE with a basic prediction accuracy request, and asks UE to select the model with the lowest beam number of SetB if the accuracy request can be met. If NW wants to have a high prediction accuracy with no concern on the RS cost, NW can inform UE to select the model with the highest accuracy, which would be the one with the highest beam number of SetB.

Similarly, for CSI compression, NW may use the SGCS of eType2 codebook as the metric/threshold and send it to UE side. If the overhead reduction is of the interest, NW may ask UE to select and report the encoders which can approach the SGCS of eType2 codebook and with lower output payloads. With the report, NW can make a further decision on whether to do AI/ML activation and which encoder should be activated finally. While, if performance enhancement is the NW’s expectation, NW may ask UE to report the encoders with higher SGCS than that of legacy, even with very high feedback payload. 

With the above analysis, we have the following observation and proposal.

[bookmark: _Hlk146752636]Observation-9: In the assessment/monitoring of inactive models/functionalities, NW needs to provide performance criteria/preference information to UE for:
· AI/ML model/functionality activation related performance comparison.
· AI/ML model/functionality switching related performance comparison.
· Inactive model selection at UE side

[bookmark: _Hlk146752507]Proposal-7: Study the assessment/monitoring of inactive models/functionalities, taking the following aspects into account:
· Study the procedure and signaling for NW-side assessment/monitoring.
· Study the procedure and signaling for UE-side assessment/monitoring.
· Study that NW provides performance criteria/preference to facilitate UE-side model selection, performance comparison for model/functionality activation and switching.
Untested model

Due to the high cost for conducting RAN4 tests, usually only one test case is designed for a UE feature. For example, only throughput/BLER gain can be measured in the performance test of Rel-16 codebook. It is not a problem for a non-AI/ML method, since usually only one algorithm will be adopted for a feature/functionality at UE side, and it will be assessed even if there is only one test case. However, more than one model for one UE feature would be common in AI/ML (sub)use cases according to evaluations and discussions. It would be a reasonable prediction that many models do not have a chance to be RAN4 tested before used in the live network. Therefore, the assessment/monitoring of untested model is worth being studied to guarantee the benefits of AI/ML in real network applications.

To monitor and assess an untested model in a live network, the procedure would be different from that of normal model monitoring. We think that at least the following two issues should be considered:
· NW-side assessment: for an untested UE-side model, performance assessment at NW side is more reliable than UE-side monitoring/assessment.
· Data coverage: to justify a model is qualified in the live network, ergodic performance is desired to be observed during model assessment. In this sense, data collection with data coverage consideration needs to be studied. 

To have a wide data coverage for a live scenario, one way would be using pre-collected test vector set. If so, the procedure of model assessment would be quite different from that of model monitoring. The other way is referring to data features and data volume in its corresponding RAN4 test case. Data collection procedure to ensure sufficient data coverage should be further studied.

Another issue of model assessment is on how to identify whether a model has been tested or untested/unvalidated. One way could be that model IDs are only assigned to tested models. Untested models can obtain model IDs only after model assessment. Other ways are also possible, for instance, whether tested or not is distinguished by different types of model IDs. 

Based on the above considerations, we have the observations and proposals as follows.

[bookmark: _Hlk142593836]Observation-10: The differences between model assessment/monitoring of the untested model and model monitoring of the tested model include:
· Only NW-side assessment is used in model assessment/monitoring.
· Sufficient data coverage needs to be considered in its data collection procedure. 

Observation-11: The tested model and the untested model need to be distinguished from each other.

[bookmark: _Hlk142593850]Proposal-8: Study potential specification impact related to assessment/monitoring of the untested model, referring to at least the following aspects:
· NW-side assessment method.
· Data collection procedure with the consideration to ensure sufficient data coverage.
· Identification of untested models and tested models.
· Activation mechanism of the untested model. 

Conclusions
Functionality-based LCM and Model-ID based LCM

Observation-1: Since there is no reliable proof on the feasibility of only one universal model at UE-side, it is a reasonable assumption to use multiple models under one functionality for UE-side model and model-part at UE side.

Observation-2: In terms of model-level control, functionality-based-LCM has weakness in its operational granularity. 

Observation-3: Model-ID-based pairing information or Model-ID-like pairing information seems to be the only tool to support the pairing mechanism for two-sided model.

Observation-4: Compared with model-ID-based-LCM, functionality-based-LCM is more compatible with the legacy procedure/signaling, and the study of its LCM procedures has less dependency on other WGs.

Observation-5: For one-sided model, functionality-based-LCM would be a better choice if reliable model-level control can be provided.
For two-sided model, model-ID-based-LCM or introducing model-ID-based/model-ID-like pairing to functionality-based-LCM would be an option.

Proposal-1: To progress the study on model-ID-based LCM:
· Deprioritize Type B1/B2 model identification.

Proposal-2: In model-ID-based LCM, the model-ID may or may not be globally unique. Local-model-ID-based procedures are suggested to be studied, at least taking the following aspects into account: 
· Over-the-air model identification procedure, if applicable.
· Model-level control based on local model ID.

Proposal-3: To reduce workload on signaling designs for two LCMs respectively, unified AI/ML procedures for functionality/model-ID based LCM are worth being studied, including:
· Local model/functionality ID can be introduced for model identification and functionality identification.
· Unified AI/ML inference procedures can be studied for AI/ML model/functionality activation, deactivation, fallback, and switching. 

Proposal-4: Both Model-ID-based-LCM and Functionality-based-LCM should be supported in the WI phase. To reduce the workload in normative phase, it is suggested that:
· For Two-sided model, two alternatives can be studied:
Alt-1: Model-ID-based-LCM
Alt-2: Functionality-based-LCM with model-ID-based/model-ID-like pairing
· For one-sided model, study Functionality-based-LCM with enhancement on model-level control
Assessment/monitoring of inactive model(s)/functionality(es)

Observation-6: It is necessary to study inactive model/functionality monitoring/assessment for the following two cases:
· Case-1: activation of a model/functionality
· Case-2: model/functionality switching

Observation-7: At least model selection is a necessary step in monitoring/assessment of inactive models/functionalities, which is different from the active model/functionality monitoring.

Observation-8: The way to monitor inactive models/functionalities by activating them and reusing mechanisms defined for monitoring of active models/functionalities cannot work or work well in the following situations:
· In functionality-based-LCM, NW-side is unaware of inactive models/model parts at UE side.
· The cost of activating inactive models/functionalities is too high in term of RS resource consumption, signaling overhead and assessment latency.

Observation-9: In the assessment/monitoring of inactive models/functionalities, NW needs to provide performance criteria/preference information to UE for:
· AI/ML model/functionality activation related performance comparison.
· AI/ML model/functionality switching related performance comparison.
· Inactive model selection at UE side

Proposal-5: Study inactive model/functionality monitoring/assessment with the consideration of the following two cases:
· Case-1: for activation of a model/functionality:
· Case-2: for model/functionality switching:

Prposal-6: A new scheme for assessment/monitoring of inactive models/functionalities needs to be studied with the following observations:
· activating inactive models and reusing model monitoring mechanisms cannot work in functionality-based-LCM due to unawareness of models at NW.
· high signaling overhead and latency cost in the way of activating inactive models, even with awareness of models at NW.

Proposal-7: Study the assessment/monitoring of inactive models/functionalities, taking the following aspects into account:
· Study the procedure and signaling for NW-side assessment/monitoring.
· Study the procedure and signaling for UE-side assessment/monitoring.
· Study that NW provides performance criteria/preference to facilitate UE-side model selection, performance comparison for model/functionality activation and switching.

On untested model

Observation-10: The differences between model assessment/monitoring of the untested model and model monitoring of the tested model include:
· Only NW-side assessment is used in model assessment/monitoring.
· Sufficient data coverage needs to be considered in its data collection procedure. 

Observation-11: The tested model and the untested model need to be distinguished from each other.

Proposal-8: Study potential specification impact related to assessment/monitoring of the untested model, referring to at least the following aspects:
· NW-side assessment method.
· Data collection procedure with the consideration to ensure sufficient data coverage.
· Identification of untested models and tested models.
· Activation mechanism of the untested model. 
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