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[bookmark: _Ref521334010]Introduction
In RAN#94-e meeting, AI/ML for NR air-interface was agreed and several objectives were approved in the SID [1]. In previous RAN1 meetings, sub use cases and the specification impacts of sub use cases for AI/ML based CSI feedback enhancement were discussed, and the achieved agreements and conclusions were provided in[2]-[9]. In RAN#101 meeting, it was agreed that RAN1#114bis and RAN1#115 meetings would each utilize 2 TUs to complete the study. For those allocated TUs, RAN1 would focus on “General aspects of AI/ML framework”, “Other aspects on AI/ML for CSI feedback enhancement”, and finalization of TR conclusions/recommendations. In this contribution, our views on remaining issues on AI/ML for CSI feedback enhancement are provided, including analysis on training two-sided model training collaboration types, data collection, performance monitoring, and inference-related framework. 
Discussion
CSI compression using two-sided model
Training collaboration types
In previous meetings, the following three training collaboration types were agreed to be studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
For the training collaboration types, joint training indicates that the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done at a single node or across multiple nodes (e.g., through gradient exchange between nodes).
In RAN1 #112 meeting, it was concluded to further discuss the pros/cons of different offline training collaboration types. In RAN1 #113 meeting, it was agreed that training collaboration type 2 includes both simultaneous training and sequential training, in which the pros and cons could be discussed separately. Besides, one table for training collaboration type 1 and one table for training collaboration type 2 and 3 would be used to capture the analysis of pros/cons of the training collaboration types. In RAN1 #114 meeting, the table structure for training collaboration type 1 is consolidated per the following part from the agreements:
	Agreement 
· In CSI compression using two-sided model use case, the following table capture the pros/cons of training collaboration type 1:  
	   Training types



Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW












There were intensive pros and cons discussions for both training collaboration type 1 and type 2/3 during RAN1 #114 meeting. However, no consensus has been reached yet.
Training collaboration Type 1
In RAN1#114, the following proposal observation was suggested [12]:
	Proposed observation：
In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 1:
	Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (note 2)
	No (note 2)
	No (note 2)
	No (note 2)

	Flexibility to support cell/site/scenario/configuration specific model
	Flexible for NW defined scenario.
No otherwise
	Flexible for NW defined scenario. No otherwise
	Semi-flexible, if assistance information is supported.
No otherwise.
	Yes, if assistance information is supported.
No otherwise


	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	Yes
	gNB: No
UE: Yes
	Yes

	Model update flexibility after deployment
	Flexible
	Flexible
	Flexible
less flexible than Type 1 NW side
	Flexible
less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	No consensus
	No consensus
	No consensus
	No consensus

	Whether gNB can maintain/store a single/unified model over different UE vendors for a CSI report configuration
	Yes
	Yes
	No
	No

	Whether UE device can maintain/store a single/unified model over different NW vendors for a CSI report configuration
	No
	No
	Yes
	Yes

	Extendibility: to train new UE-side model compatible with NW-side model in use;
	Yes
	Yes
	No
	No

	Extendibility: To train new NW-side model compatible with UE-side model in use
	No
	No
	Yes
	Yes

	Whether training data distribution can match the inference device
	Limited
	Limited
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	No
	Yes
	Yes
	Yes

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations


  
Note 1: Type 2 Sequential training assumes NW-first training, since Type 2 Sequential UE-first training would have similar pros/cons as Type 3 UE-first training 
Note 2: Assume information on model structure disclosed in training collaboration does not reveal proprietary information. 
Note 3: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  



Regarding the pros and cons for collaboration type 1, our views are listed as follows on the highlighted rows and the rows with concerns in the table:
· Flexibility to support cell/site/scenario/configuration specific model
In our view, the flexibility to support specific model is evaluated by the capability of the model training entity to identify different cells/sites/scenarios/configurations and to train the corresponding specific model with properly obtained dataset that matches the cells/sites/scenarios/configurations. Once the training of specific model is done, whether such model can be easily deployed by itself and the counterpart should also be considered. 
For collaboration Type 1 NW side training, regardless that the knowledge of UE model structure is available or not at NW side, as long as the NW is able to define the scenario and collect corresponding dataset for training, it is flexible to support cell/site/scenario/configuration-specific model. If the UE model structure is unknown at the NW side, offline co-engineering between UE vendors and NW vendors are needed, for example, to align the packaged executable model and the interface.
For collaboration Type 1 UE side training, if the model-training UEs vendors have NW side model structure, in addition, if they can collect/classify the training dataset in a cell/site/scenario/configuration-specific way, they are able to train specific models accordingly. However, in order to support cell/site/scenario/configuration-specific model deployment, the NW side should have a mechanism to maintain/store a single/unified model over different UEs based on the NW-side models received from different UEs. This is due to the fact that a given NW has to serve multiple UEs at a time but impossible to run plenty of different CSI reconstruction models simultaneously with acceptable computation/storage cost. However, we believe that it is almost impossible to maintain/store a single/unified model over different UEss, except the case when the training datasets are collected from different NWs. Therefore, flexibility to support cell/site/scenario/configuration-specific model cannot be achieved.
· Model update flexibility after deployment 
It has been suggest in the note that model flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. ‘Flexible’ indicates minimum additional co-engineering between vendors, ‘semi-flexible’ indicates additional co-engineering effort between vendors. 
For collaboration Type 1 NW side training, the model update is flexible with minimal offline cross-vendor co-engineering because the NW can directly obtain data from UEs in the coverage and perform training with corresponding dataset. Regardless of the availability of UE model structure at NW side, the offline cross vendor co-engineering is minimal, which contains either model delivery protocol/interface or executable model format/interface. In training collaboration Type 1 at NW side, a given UE may receive multiple potentially different models from different NWs, the model pairing for the UE to select a compatible model in respect to the NW-side model can be transparent for NW side with only assistant information exchange, hence no additional cross vendor co-engineering is needed.
For collaboration Type 1 UE side training, due to the additional involvement of vendor server for the training dataset aggregation from UEs (or NWs if specified), it is in general less flexible than collaboration type 1 at NW side. Additional cross vendor co-engineering is needed because the NW should have a mechanism to maintain/store a single/unified model over different UEs based on the NW-side models received from different UEs. This is due to the fact that a given NW has to serve multiple UEs at a time but impossible to run plenty of different CSI reconstruction models simultaneously with acceptable computation/storage cost.
· Feasibility of allowing UE side and NW side to develop/update models separately
For training collaboration Type 1, the UE side model and NW side model have to be trained jointly, separate model training/updating is not allowed. 
· Extendibility: To train new UE-side model compatible with NW-side model in use; 
For collaboration Type 1 NW side training, NW is capable of training new UE-side model with NW-side model in use because both the NW-side model and the dataset for retraining are available at the NW. The NW can perform joint training by freezing the NW-side model and training the UE-side model. 
For collaboration Type 1 UE side training, as is mentioned earlier, a given NW might receive different NW side models from different UEs. The NW side should have a mechanism to maintain/store a single/unified model over different UEs based on the NW-side models received from different UEs. This is due to the fact that a given NW has to serve multiple UEs at a time but impossible to run plenty of different CSI reconstruction models simultaneously with acceptable computation/storage cost. Therefore, the actual NW-side model in use is not perfectly known by the UE vendor servers, thus they are not capable of training new UE-side model compatible with NW-side model in use.
· Extendibility: To train new NW-side model compatible with UE-side model in use
For collaboration Type 1 NW side training, as is mentioned earlier, different UEs might receive different UE-side models from different NWs and the actual UE-side model in use might not be perfectly known by the NW. Thus, NW is not capable of training new NW-side model compatible with UE-side model in use.
For collaboration Type 1 UE side training, the UE vendor server that is responsible for retraining possesses both the training dataset and the UE-side model in use. Thus, the UE side can perform joint training by freezing the UE-side model in use and training the new NW-side model. However, once the new NW-side models are trained by multiple UE side, how can the NW maintain/store a single/unified model based on the NW-side models received from different UEs, especially in the case of NW side model structure unknown at UE side, is another task, which we hardly believe that the NW side can possibly accomplish. 
· Whether training data distribution can match the inference device
It is our view that whether the training data distribution could match the inference device depends on whether the data on the target device could be collected for model training. For collaboration Type 1 UE side training, the training data distribution can match the UE if the training dataset is collected by the UE. For collaboration Type 1 NW side training, the training data is collected from multiple UEs. Therefore, in terms of one particular inference device, it is more likely that the training data distribution is not a perfect match to the inference data. 
· Software/hardware compatibility (Whether device capability can be considered for model development)
[bookmark: _GoBack]For collaboration Type 1 NW side training, software/hardware compatibility of UE device cannot be guaranteed if the model structure is agnostic at the NW side. If the NW side knows the model structure and/or some other UE assistant information/capability information that helpful on UE side software/hardware compatibility, it is possible that software/hardware is compatible at the UE side. For collaboration Type 1 UE side training, software/hardware compatibility to the UE device can be ensured.
In summary, the table of pros/cons for training collaboration Type 1 can be as follows:
		      Training types
Characteristics
	NW side Type 1
	UE side Type 1

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	 Known model structure at NW

	Whether model can be kept proprietary 
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (Note 1)
	No (Note1)
	No (Note 1)
	No (Note 1)

	Flexibility to support cell/site/scenario/configuration specific model
	
Flexible for network identified/defined specific models, no otherwise 

	
Flexible for network identified/defined specific models, no otherwise 

	No
	No

	Whether gNB/device specific optimization is allowed
	Yes for gNB, and no for UE
	Yes for both gNB and UE device
	Yes for UE device and no for gNB
	Yes for both gNB and UE device

	Model update flexibility after deployment (note 3)
	
Flexible
	
Flexible
	
Semi-flexible, less flexible than Type 1 NW side
	Semi-flexible, less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible  
	Infeasible
	Infeasible
	Infeasible

	Whether gNB can maintain/store a single/unified model over different UE vendors [for a CSI report configuration]
	Yes
	Yes
	No
	No

	Whether UE device can maintain/store a single/unified model over different NW vendors [for a CSI report configuration]
	No
	No
	Yes
	Yes 

	Extendibility: to train new UE-side model compatible with NW-side model in use 
	
Yes
	
Yes
	
No
	
No

	Extendibility: To train new NW-side model compatible with UE-side model in use
	
No
	
No
	
Yes (not recommend)
	
Yes (not recommend)

	Whether training data distribution can match the inference device
	Limited
	Limited
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Not compatible for UE
	Compatible for UE
	Compatible for UE
	Compatible for UE

	Model performance based on evaluation in 9.2.2.1
	
Performance  refers to 9.2.2.1 observations
	
Performance  refers to 9.2.2.1 observations
	
Performance  refers to 9.2.2.1 observations
	
Performance  refers to 9.2.2.1 observations



Training collaboration Type 2 & 3
In RAN1 #113 meeting, no further comments on the table structure for training collaboration Type 2 & 3 by companies. In RAN1#114, the following proposal observation was suggested [12]: 
	Proposed observation 2-1-1 (v1)：
In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 2 and type 3:  

	Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential
NW first (note 1)
	NW first
	UE first

	Whether model can be kept proprietary
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)

	Whether require privacy-sensitive dataset sharing
	No (Note 3)
	No (Note3)
	No (Note 3)
	No (Note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Difficult
	
Semi-flexible. Less flexible compared to type 3
	Semi flexible
	Semi flexible
if assistance information is supported.
Not flexible otherwise

	Whether gNB/device specific optimization is allowed
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment (note 4)
	Not flexible

	
Semi-flexible. Less flexible compared to type 3
	Semi-flexible

	Semi-flexible.


	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	Feasbile
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model over different UE vendors for a CSI report configuration
	Yes. Performance loss refers to 9.2.2.1 observations
	Yes. Performance loss refers to 9.2.2.1 observations

	Yes. Performance loss refers to 9.2.2.1 observations

	Yes.
Performance loss refers to 9.2.2.1 observations

	Whether UE device can maintain/store a single/unified model over different NW vendors for a CSI report configuration
	Yes. Performance loss refers to 9.2.2.1 observations
	
Yes. Performance loss refers to 9.2.2.1 observations

	Yes per camped cell.
Generalization over multiple NW, performance loss refers to 9.2.2.1 observations
	Yes (Note 5).
Performance loss refers to 9.2.2.1 observations

	Extendibility: to train new UE-side model compatible with NW-side model in use;
	Not support
	Support
	Support
	Not support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support
	Not Support
	Not support
	Support

	Whether training data distribution can match the inference device
	More limited
	No consensus
	Limited
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations


Note 1: Type 2 Sequential training assumes NW-first training, since Type 2 Sequential UE-first training would have similar pros/cons as Type 3 UE-first training 
Note 2: Assume information on model structure disclosed in training collaboration does not reveal proprietary information. 
Note 3: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  



Our views on the no consensus issues (in highlighted yellow) and certain rows with concerns in the table for training collaboration Type 2 & 3 are listed as follows:
· Flexibility to support cell/site/scenario/configuration specific model
For collaboration Type 2 simultaneous training, the flexibility to support cell/site/scenario/configuration specific model is difficult because it requires the BP/FP exchange in a loop for the NW-side and UE-side model training. If there are multiple UEs and/or NWs involved, the gradient update in the training loop can be very difficult.
For collaboration Type 2 sequential training (NW first), since the NW-side model is frozen and is only used for gradient update in the training loop, this method is therefore less flexible than collaboration type 3 because each cell/site/scenario/configuration specific model requires a separate training for the counterpart due to the update in the same loop feature. In addition, multiple loops are needed for the model convergence.
For collaboration Type 3 NW first, flexibility to support cell/site/scenario/configuration-specific model can be naturally achieved. The NW can train a pair of cell/site/scenario/configuration-specific NW-side and UE-side model with only the NW-side model is used for inference. The UE-side model trained at NW side is only used to for dataset generation and the UE side will train its own cell/site/scenario/configuration-specific UE-side model based on the dataset dissemination from NW. 
For collaboration Type 3 UE first, the UE can train a pair of cell/site/scenario/configuration-specific NW-side and UE-side model with only the UE-side model is used for inference. The NW-side model trained at UE side is only used to for dataset generation and the NW side will train its own cell/site/scenario/configuration-specific NW-side model. It should be noted that a given NW might receive multiple datasets generated from different UEs and mixed datasets is applied during the NW-side model training. In order to properly mix the datasets to train a cell/site/scenario/configuration-specific model, assistant information should be available; otherwise the flexibility cannot be achieved. 
· Model update flexibility after deployment 
For collaboration Type 2 simultaneous training, due to the feature that the FB/BP is in a single loop for training, the model update is not flexible because any modification on one side will lead to the mandatory model update in the counterpart.
For collaboration Type 2 sequential training (NW first), since the NW-side model is frozen and is only used for gradient update in the training loop, the behavior is therefore similar to collaboration type 3. However, during each model update, collaboration type 2 with sequential training (NW first) will require multiple training loop interactions during the training for the model to converge while the dataset generation and dissemination in collaboration type 3 is a one-shot sharing procedure. Therefore, collaboration type 2 with sequential training (NW first) is semi-flexible and less flexible than collaboration type 3.
For collaboration type 3 NW first and UE first, they are both semi-flexible. 
· Whether UE device can maintain/store a single/unified model over different NW vendors [for a CSI report configuration]
We agree with the proposal in FL summary.
· Extendibility: to train new UE-side model compatible with NW-side model in use; 
For collaboration Type 2 simultaneous training, the models at UE side and NW side are simultaneous updated, therefore it is not capable of training new UE-side model compatible with NW-side model in use.
For collaboration Type 2 sequential training (NW first), since the model at NW side can be frozen, it is capable of training new UE-side model compatible with NW-side model in use. 
For collaboration Type 3 NW first, it is feasible to train new UE-side model compatible with NW-side model in use, this will lead to update dataset dissemination from NW to UE to retrain the new UE-side model at the UE side. 
For collaboration Type 3 UE first, training a new UE-side model will inevitably change the input and output distribution for the NW-side model (not used for inference) trained at the UE side, therefore the dataset should be updated and the NW should retrain its NW-side model for inference. Therefore, train new UE-side model compatible with NW-side model in use is not possible. 
· Extendibility: To train new NW-side model compatible with UE-side model in use
For collaboration Type 2 simultaneous training, due to simultaneous in the loop training update, it is not capable of training new NW-side model compatible with UE-side model in use. 
For collaboration Type 2 sequential training, the update of the new NW-side model will inevitably lead to a gradient change and the UE-side model will have to update accordingly. Thus, it is not capable of training new NW-side model compatible with UE-side model in use, either.
For collaboration Type 3 NW first, the new NW-side model will lead to a change of input and output dataset distribution. The dataset should be updated and the UE should retrain its UE-side model for inference. Therefore, train new NW-side model compatible with UE-side model in use is not possible
For collaboration Type 3 UE first, it is feasible to train new NW-side model compatible with UE-side model in use, this will lead to update dataset dissemination from UE to NW to retrain the new NW-side model at the NW side.
· Whether training data distribution can match the inference device
For collaboration Type 2 simultaneous training, the training dataset for NW side model is a mix dataset from multiple UEs. Therefore, due to the FP/BP in a single loop feature, the data distribution is a limited match at the inference device. 
For collaboration Type 2 sequential training (NW first), since the NW side model is frozen and is merely used for gradient update in the FP/BP loop, each UE is training its own UE side model based on self-collected data and a gradient update from a fixed model. Therefore, we consider that training data distribution can match the inference device in this case.
For collaboration Type 3 UE first, we believe that the training data distribution can match the UE if the UE collects the dataset for training.
For collaboration Type 3 NW first, the NW can train a pair of NW-side and UE-side model with only the NW-side model is used for inference. The UE-side model trained at NW side is only used to for dataset generation and the UE side will train its own UE-side model based on data disseminated from NW. Therefore, with some assisted information from UE, the NW can train a UE-side model with dataset that is a perfect match for the UE. During the data dissemination, dataset are generated based on this matched model and each UE will train their own UE-side model with the matched dataset. Therefore, the data distribution can be matched to the model for inference at UE side.
In summary, the table of pros/cons for training collaboration Type 2 & 3 can be updated as follows:
		      Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential
	NW first
	 UE first

	Whether model can be kept proprietary 
	Yes
	Yes
	Yes
	Yes

	Whether require privacy-sensitive dataset sharing
	No 
	No 
	No 
	No 

	Flexibility to support cell/site/scenario/configuration specific model
	
Difficult
	
Semi-Flexible. Less flexible compared to type 3
	
Flexible
	
Flexible if assistance information is supported.
Not flexible otherwise

	Whether gNB/device specific optimization is allowed
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment 
	Not flexible
	
Semi-flexible and less flexible than type 3
	Semi-flexible
	Semi-flexible

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	Feasible
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model over different UE vendors [for a CSI report configuration]
	
Yes. Performance loss refers to 9.2.2.1 observations
	
Yes. Performance loss refers to 9.2.2.1 observation
	
Yes. Performance loss refers to 9.2.2.1 observation
	
Yes. Performance loss refers to 9.2.2.1 observation

	Whether UE device can maintain/store a single/unified model over different NW vendors [for a CSI report configuration]
	Yes. Performance loss refers to 9.2.2.1 observations

	
Yes. Performance loss refers to 9.2.2.1 observations
	Yes per camped cell.

Performance loss refers to 9.2.2.1 observations
	Yes
Performance loss refers to 9.2.2.1 observations

	Extendibility: to train new UE-side model compatible with NW-side model in use 
	Not support
	Support
	Support
	
Not support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support
	Not support
	Not supported
	Support

	Whether training data distribution can match the inference device
	Limited
	Yes
	Conditional, with assisted information from UE 
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations



[bookmark: _Ref142662714]Proposal 1: In CSI compression using two-sided model use case, adopt the following table for characteristics analysis of training collaboration types 1:
		      Training types
Characteristics
	NW side Type 1
	UE side Type 1

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	 Known model structure at NW

	Whether model can be kept proprietary 
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (Note 1)
	No (Note1)
	No (Note 1)
	No (Note 1)

	Flexibility to support cell/site/scenario/configuration specific model
	
Flexible for network identified/defined specific models, no otherwise 

	
Flexible for network identified/defined specific models, no otherwise 

	No
	No

	Whether gNB/device specific optimization is allowed
	Yes for gNB, and no for UE
	Yes for both gNB and UE device
	Yes for UE device and no for gNB
	Yes for both gNB and UE device

	Model update flexibility after deployment (note 3)
	
Flexible
	
Flexible
	
Semi-flexible, less flexible than Type 1 NW side
	Semi-flexible, less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible  
	Infeasible
	Infeasible
	Infeasible

	Whether gNB can maintain/store a single/unified model over different UE vendors [for a CSI report configuration]
	Yes
	Yes
	No
	No

	Whether UE device can maintain/store a single/unified model over different NW vendors [for a CSI report configuration]
	No
	No
	Yes
	Yes 

	Extendibility: to train new UE-side model compatible with NW-side model in use 
	
Yes
	
Yes
	
No
	
No

	Extendibility: To train new NW-side model compatible with UE-side model in use
	
No
	
No
	
Yes (not recommend)
	
Yes (not recommend)

	Whether training data distribution can match the inference device
	Limited
	Limited
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Not compatible for UE
	Compatible for UE
	Compatible for UE
	Compatible for UE

	Model performance based on evaluation in 9.2.2.1
	
Performance  refers to 9.2.2.1 observations
	
Performance  refers to 9.2.2.1 observations
	
Performance  refers to 9.2.2.1 observations
	
Performance  refers to 9.2.2.1 observations



Note 1: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note 2: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.
[bookmark: _Ref142662721]Proposal 2: In CSI compression using two-sided model use case, update the table for characteristics analysis of training collaboration Types 2 and Type 3 as follows:
		      Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential
	NW first
	 UE first

	Whether model can be kept proprietary 
	Yes
	Yes
	Yes
	Yes

	Whether require privacy-sensitive dataset sharing
	No 
	No 
	No 
	No 

	Flexibility to support cell/site/scenario/configuration specific model
	
Difficult
	
Semi-Flexible. Less flexible compared to type 3
	
Flexible
	
Flexible if assistance information is supported.
Not flexible otherwise

	Whether gNB/device specific optimization is allowed
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment 
	Not flexible
	
Semi-flexible and less flexible than type 3
	Semi-flexible
	Semi-flexible

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	Feasible
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model over different UE vendors [for a CSI report configuration]
	
Yes. Performance loss refers to 9.2.2.1 observations
	
Yes. Performance loss refers to 9.2.2.1 observation
	
Yes. Performance loss refers to 9.2.2.1 observation
	
Yes. Performance loss refers to 9.2.2.1 observation

	Whether UE device can maintain/store a single/unified model over different NW vendors [for a CSI report configuration]
	Yes. Performance loss refers to 9.2.2.1 observations

	
Yes. Performance loss refers to 9.2.2.1 observations
	Yes per camped cell.

Performance loss refers to 9.2.2.1 observations
	Yes
Performance loss refers to 9.2.2.1 observations

	Extendibility: to train new UE-side model compatible with NW-side model in use 
	Not support
	Support
	Support
	
Not support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support
	
Not support
	
Not supported
	Support

	Whether training data distribution can match the inference device
	Limited
	Yes
	Conditional, with assisted information from UE 
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations


Note 1: Type 2 Sequential training assumes NW-first training, since Type 2 Sequential UE-first training would have similar pros/cons as Type 3 UE-first training 
Note 2: Assume information on model structure disclosed in training collaboration does not reveal proprietary information. 
Note 3: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.

Data collection
In NR systems, when DL/UL channel reciprocity is good, CSI-RS based CSI feedback is not needed since SRS can be used for DL CSI acquisition. When the DL/UL channel reciprocity is not good enough, CSI feedback based on CSI-RS measurement is needed. Since the DL channel can be quite different to UL channel, the DL CSI cannot be acquired only by SRS. Therefore, for NW side data collection for model training, CSI-RS measurement based data collection should be adopted. SRS measurement based data collection for model training can be deprioritized.
[bookmark: _Ref131624750]Proposal 3: In CSI compression using two-sided model use case, for NW side data collection for model training, focus on studying CSI-RS measurement based data collection.
In current NR systems, various patterns of CSI-RS are supported. It is expected that the current CSI-RS can fulfill the demand of data collection. Unless strong motivation/demand is justified, there is no need to enhance the design of CSI-RS for data collection. 
[bookmark: _Ref131625334]Observation 1: In CSI compression using two-sided model use case, for data collection for model training, enhancement on CSI-RS is not needed.
For NW side data collection, ground-truth CSI can be reported by L1 signalling or RRC signaling. If the ground-truth CSI is reported by L1 signaling, legacy CSI feedback framework can be reused. If the ground-truth CSI is reported by RRC signaling, a batch of ground-truth CSI samples can be reported together. On data collection for model training, in order to guarantee the size of the dataset for model training, the data collection procedure can last for a long time. Therefore the latency requirement for ground-truth CSI reporting can be quite low, and both L1 signalling and RRC signalling for ground-truth CSI reporting can be considered. For data collection for model performance monitoring, L1 signalling is more suitable for fast identification of AI/ML model performance.
[bookmark: _Ref131624761][bookmark: _Ref142662733]Proposal 4: In CSI compression using two-sided model use case, on ground-truth CSI reporting for NW side data collection for model training, both L1 sianglling based reporting and RRC signalling based reporting are supported.
[bookmark: _Ref142662738]Proposal 5: In CSI compression using two-sided model use case, on ground-truth CSI reporting for NW side data collection for model performance monitoring, L1 signaling based reporting is supported.
[bookmark: _Ref142662741]Proposal 6: In CSI compression using two-sided model use case, on ground-truth CSI reporting for NW side data collection for model training and performance monitoring, legacy CSI feedback framework is reused for L1 signaling based reporting.
Regarding the data sample type for NW side data collection, collecting channel matrix can avoid specifying various types of input-CSI-NW since any sample type of CSI can be derived from channel matrix. However, for MIMO systems, the overhead for reporting channel matrix is much larger than that for reporting precoding matrix. Since the input-CSI and output-CSI format of dominant AI/ML models are of type of precoding matrix, at least precoding matrix should be supported for ground-truth data collection at NW-side.
[bookmark: _Ref131624765]Proposal 7: In CSI compression using two-sided model use case, for NW side data collection for model training, collecting ground-truth data in type of precoding matrix is supported.
The ground-truth data for model training can be reported as a scalar quantization value or a codebook-based quantization value. In RAN1#112bis-e meeting, the following agreement on ground-truth CSI for NW side data collection for model training was achieved:
	Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact of the following aspects related to the ground truth CSI format for NW side data collection for model training:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization, based on evaluation results in 9.2.2.1
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· Number of layers for which the ground truth data is collected. And whether UE or NW determine the number of layers for ground-truth CSI data collection.


For NW side data collection for model training, it is our view that NW determines the number of layers for ground-truth CSI data collection shall be supported. One reason is that it is necessary for NW to acquire ground-truth CSI with high ranks to train AI/ML model for high ranks. If UE determines the number of layers of the ground-truth CSI for data collection, it is possible that the data collection procedure would be quite long since the proportion of data for high ranks is uncontrollable and may be very small. It does not only consume more time, but also cause more resource consumption for ground-truth CSI reporting. In our companion contribution [10], the evaluation results of AI/ML models trained with ground-truth data collected by rank-4 are provided. It can be seen that compared to legacy codebook based CSI feedback, significant performance gain can be achieved by AI/ML based CSI feedback. It proves that NW determines the number of layers for ground-truth data collection is feasible.
[bookmark: _Ref135058562]Proposal 8: In CSI compression using two-sided model use case, for NW side data collection for model training, NW determines the number of layers for ground-truth CSI data collection.
In RAN1 #114 meeting, potential specification impact on training collaboration type 3 was discussed and no consensus has been reached. From the perspective of data collection, the difference of data collection for training collaboration type 1 and 3 is: Besides data collection for first-side training, dataset delivery for second-side training is needed for collaboration type 3, where the second-side is UE side for NW-first training and NW side for UE-first training. Therefore besides the issues for training collaboration type 1, whether the dataset is delivered offline (i.e., in a 3GPP transparent manner) or the dataset is delivered over the air, and specification impact on data collection for the dataset between UE side and NW side have to be considered for training collaboration type 3. It is our view that if specifying dataset delivery is needed, at least the following issues have to be considered:
· Procedure on dataset delivery;
· Content of the dataset, e.g. data sample and possibly assisted information;
· Data sample format/type;
· Quantization/de-quantization related information.
The dataset for training collaboration type 3 includes CSI reconstruction model training dataset for UE-first training and CSI generation model training dataset for NW-first training. For the data sample of CSI generation model training dataset, a pair of (input-CSI-NW, CSI feedback) can be considered as a starting point. For CSI feedback in a data sample, whether it is a CSI after quantization or is a CSI before quantization should also be studied. If input-CSI-NW is supported, it can be in form of precoding matrix or channel matrix as that of ground-truth CSI for NW side training dataset. In order to avoid duplicate work, the conclusions (e.g. format, type) on ground-truth CSI can be reused as much as possible for input-CSI-NW.
[bookmark: _Ref146394905]Proposal 9: In CSI compression using two-sided model use case with training collaboration type 3, for sequential training, if second-side dataset delivery is specified, the potential specification impact on the dataset delivery includes the following:
· Procedure on dataset delivery;
· Content of the dataset, e.g. data sample and possibly assisted information;
· Data sample format/type;
· Quantization/de-quantization related information;
· Note: The second-side is UE side for NW-first training and NW side for UE-first training.
[bookmark: _Ref146394934]Proposal 10: In CSI compression using two-sided model use case with training collaboration type 3, for UE side dataset of NW-first sequential training, the following aspects are considered:
· A pair of (input-CSI-NW, CSI feedback) is considered for a data sample as a starting point.
· The conclusions (e.g. format, type) on ground-truth CSI are reused for input-CSI-NW as much as possible.
In RAN1#114 meeting, potential specification impacts on how to facilitate UE side proxy model training for NW first training collaboration type 3 was discussed and no consensus has been reached. It is our view that proxy model training should be with low priority since the feasible of training with proxy model has not been verified yet, and specifying proxy model would double the model management burden.
[bookmark: _Ref146394961]Proposal 11: In CSI compression using two-sided model use case with NW first training collaboration type 3, the study on how to facilitate UE side proxy model training is with low priority.

[bookmark: _Ref115289217]Performance monitoring
The performance of AI/ML model is highly related to the similarity between the propagation condition of actual deployment and the propagation condition of training dataset. The propagation environment in the system may change due to varying factors, e.g. moving of UE and emerging of new obstacles. Due to change of propagation environment, if the distribution of the propagation condition of the actual deployment drifts a lot from that of the training data, the performance of AI/ML based CSI feedback may deteriorate dramatically. In order to avoid long time performance degradation, performance monitoring for AI/ML based CSI feedback is needed, and some actions (e.g. model deactivation, switching, fallback, update) should be taken when the AI/ML based CSI feedback becomes invalid. Besides model deactivation, switching, fallback, and update, AI/ML model monitoring is also needed for model activation and selection.
In RAN1 #110bis-e, the following agreements were achieved on performance monitoring for AI/ML based CSI feedback [4]:
	Agreement
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching    
Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to assistance signaling and procedure for model performance monitoring. 
Agreement
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting
· Other monitoring solutions, at least including the following option:
· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection


In RAN1 #112 to RAN1 #113 meeting, the following agreement was further achieved[6]-[8]:
	Agreement
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.
Agreement
In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on triggering and means for reporting the monitoring metrics, including periodic/semi-persistent and aperiodic reporting, and other reporting initiated from UE.
Agreement
In CSI compression using two-sided model use case, for NW-side monitoring, further study the necessity, feasibility and potential specification impact to enable performance monitoring using an existing CSI feedback scheme as the reference.
· The association between AI/ML scheme and existing CSI feedback scheme for monitoring
· Note: The metric for monitoring and comparison includes intermediate KPI and eventual KPI.
· Other aspects are not precluded.
Agreement
In CSI compression using two-sided model use case, further study the necessity, complexity, overhead, latency and potential specification impact on ground truth CSI report for NW side data collection for model performance monitoring, including:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· RRC signaling and/or L1 signaling procedure to enable fast identification of AI/ML model performance
· Aperiodic/semi-persistent or periodic ground-truth CSI report.


For NW side intermediate KPIs based monitoring, the target CSI with realistic channel estimation associated to the CSI report has to be reported by the UE. In order to calculate intermediate KPI, the NW side has to know which target CSI is associated with which CSI report. On reporting target CSI from UE to NW side, the following two options can be considered:
· Option 1: The target CSI is reported together with its associated CSI report;
· Option 2: The target CSI is reported separately.
For option 1, since the CSI pair of target CSI and reported CSI is always reported together, indication signaling on association between target CSI and CSI report is not needed. For option 2, the association between target CSI and CSI report can be indicated by signaling or be predefined by the specification. 
For the two options, signaling and procedures for triggering/reporting target CSI reporting need to be studied. For example, which type of 3GPP signaling takes responsibility on target CSI reporting should be considered. If target CSI is reported by physical layer signaling, it is likely that only one target CSI is reported at once. If target CSI is reported by RRC signaling, a batch of target CSIs can be reported together. Besides, similar as that for ground-truth CSI reporting for model training, for target CSI reporting, types of target CSI and formats of target CSI also shall be studied.
[bookmark: _Ref131624773]Proposal 12: In CSI compression using two-sided model use case, for NW side intermediate KPIs based monitoring, further study the signaling and procedures for reporting target CSI, with the following two options considered:
· Option 1: The target CSI is reported together with its associated CSI report;
· Option 2: The target CSI is reported separately from its associated CSI report.
[bookmark: _Ref131624781]Proposal 13: In CSI compression using two-sided model use case, for NW side intermediate KPIs based monitoring, potential specification impact includes the following:
· How to determine the association between target CSI and CSI report by the NW side;
· Signaling and procedures for triggering target CSI reporting;
· Types of 3GPP signaling takes responsibility on target CSI reporting, e.g., physical signaling, RRC signaling;
· Types of target CSI for model monitoring, e.g., precoding matrix, channel matrix etc.;
· Formats of target CSI for model monitoring: scaler quantization and/or codebook-based quantization (e.g., e-type II like).
For UE side intermediate KPIs based monitoring, if the model training is Type 1 training at UE side, UE has the CSI reconstruction model used at the NW side, so it is natural to obtain the output of the CSI reconstruction model (i.e., output-CSI-UE) based on the CSI reconstruction model at the UE. For other model training types, obtaining the output-CSI-UE from NW side by UE side is preferred. Then model transfer is not needed, and the model proprietary of the CSI reconstruction model at NW side can be kept. Otherwise, model transfer from NW to UE is required, or UE has to use a reference CSI reconstruction model instead with degraded monitoring accuracy. 
[bookmark: _Ref135058571]Proposal 14: In CSI compression using two-sided model use case, for UE side intermediate KPIs based monitoring, obtaining the output of the CSI reconstruction model based on the CSI reconstruction model by the UE is only supported for AI/ML model trained with training collaboration Type 1 at UE side.
There are several options on transmitting output-CSI-UE from NW side to UE side:
· Option 1: The output-CSI-UE is transmitted to the UE in form of quantization values, e.g., scalar quantization or codebook-based quantization;
· Option 2: The output-CSI-UE is transmitted to the UE in form of transmitting precoded CSI-RS that precoded with the output-CSI-UE.
For option 1, UE can obtain the output-CSI-UE directly, and the intermediate KPI can be calculated based on the output-CSI-UE and its associated target CSI. 
For option 2, extracting output-CSI-UE from the estimated channel is not needed. UE can calculate intermediate KPI based on the estimated channel of the precoded CSI-RS. Denoting the estimated channel that used to determine the target CSI and the CSI report as , the target CSI determined by  as , and the estimated channel of the precoded CSI-RS as  measured at UE side, where the precoded CSI-RS is precoded with the recovered CSI  at network side corresponding to . For option 2, the intermediate KPI can be SGCS or NMSE between  and . Compared to option 1, less overhead is need by option 2.
For both options, signaling and procedures for indicating output-CSI-UE transmission need to be studied. Besides, the UE side has to know which output-CSI-UE is associated with which CSI report. The mapping of output-CSI-UE and its associated CSI report can be indicated by NW side, required by UE side, or predefined by the specification. For option 1, which type of 3GPP signaling takes responsibility on output-CSI-UE indication, types of output-CSI-UE and formats of output-CSI-UE also shall be studied.
[bookmark: _Ref131624790]Proposal 15: In CSI compression using two-sided model use case, for UE side intermediate KPIs based monitoring, further study the signaling and procedures for transmitting output-CSI-UE from NW side to UE side, with the following options considered:
· Option 1: The output-CSI-UE is transmitted to the UE in form of quantization values, e.g., scalar quantization or codebook-based quantization;
· Option 2: The output-CSI-UE is transmitted to the UE in form of transmitting precoded CSI-RS that precoded with the output-CSI-UE.
[bookmark: _Ref131624794]Proposal 16: In CSI compression using two-sided model use case, for UE side intermediate KPIs based monitoring, potential specification impact includes the following:
· How to determine the association between output-CSI-UE and CSI report by the UE;
· Signaling and procedures for indicating output-CSI-UE transmission;
· Types of 3GPP signaling takes responsibility on transmitting output-CSI-UE, e.g., physical signaling, RRC signaling;
· Types of output-CSI-UE for model monitoring, e.g., precoding matrix, channel matrix etc.;
· Formats of output-CSI-UE for model monitoring: scaler quantization and/or codebook-based quantization (e.g., e-type II like).
If an eventual KPI is adopted as model monitoring metric, it can be impacted by various factors besides the CSI feedback, i.e. the scheduling strategy, the interference of the environment, etc. Therefore, if eventual KPI is adopted as model monitoring metric, how to exclude the impacts of other factors should be studied.
[bookmark: _Ref135058580]Proposal 17: In CSI compression using two-sided model use case, if eventual KPI is adopted as monitoring metric, how to exclude the impacts of other factors other than AI/ML model performance should be studied.
If input or output data based monitoring is considered, how to declare the input/output data is out-of-distribution should be carefully studied. In some cases, the AI/ML model does not deteriorate with drifting of data distribution, as have been proven by evaluations that AI/ML model can be generalized across multiple scenarios and multiple configurations.
In RAN1#112bis-e meeting, for NW-side monitoring, whether performance monitoring using an existing CSI feedback scheme as the reference shall be considered was discussed, and the following agreement was achieved:
	Agreement
In CSI compression using two-sided model use case, for NW-side monitoring, further study the necessity, feasibility and potential specification impact to enable performance monitoring using an existing CSI feedback scheme as the reference.
· The association between AI/ML scheme and existing CSI feedback scheme for monitoring
· Note: The metric for monitoring and comparison includes intermediate KPI and eventual KPI.
· Other aspects are not precluded.


For NW-side monitoring, there are two criterions on determining whether the AI/ML model is still workable /valid:
· Option 1: Compare the metric of the AI/ML model with a given threshold, and if the metric is higher (or lower, depends on the type of the metric) than the given threshold, the model is workable;
· Option 2: Compare the metric of the AI/ML model with the metric of an existing CSI feedback scheme, and if the two metrics meet a certain relationship (e.g., the metric of the AI/ML model is higher than the metric of an existing CSI feedback scheme), the AI/ML model is workable.
For Option 1, how to determine the threshold has to be considered. Since the metric is compared with a given threshold which is not related to the existing CSI feedback schemes, it is possible that in some cases, an AI/ML model is viewed as invalid even if it works better than existing CSI feedback schemes, and in some other cases, an AI/ML model is viewed as valid even if it works worse than existing CSI feedback schemes. 
Option 2 is the scheme taking an existing CSI feedback scheme as reference. Compared to Option 1, it provides more practical information to the NW-side, which enables the NW-side to making better decisions of model activation/deactivation/updating/switching, and especially for fallback. However, compared to Option 1, option 2 requires additional legacy CSI reporting. More study is needed on whether the price of additional legacy CSI reporting is acceptable. The price includes the overhead of legacy CSI reporting, the signaling on triggering legacy CSI reporting, etc. 
[bookmark: _Ref135058584]Proposal 18: In CSI compression using two-sided model use case, for NW-side monitoring, it is beneficial to enable performance monitoring using an existing CSI feedback scheme as the reference. Further study potential specification impact on triggering and reporting additional legacy CSI.
For NW-side monitoring with an existing CSI feedback scheme as reference, to determining the association between AI/ML scheme and existing CSI feedback scheme for monitoring, several methods can be considered:
· Option 1: The AI/ML based CSI is reported together with its associated legacy codebook-based CSI;
· Option 2: Associating the associated AI/ML based CSI and legacy codebook-based CSI to a same reference, the reference can be target CSI, CSI-RS, ID, time-domain/frequency-domain resources, etc. 
For Option 1, the overhead of one CSI report would be increased since AI/ML based CSI and legacy codebook-based CSI are reported together. For Option 2, AI/ML based CSI and codebook-based CSI can be reported in two separate CSI reports, new CSI reporting scheme for monitoring may not be needed since the CSI reporting scheme for DL CSI acquisition can be reused.
[bookmark: _Ref135058589]Proposal 19: In CSI compression using two-sided model use case, for NW-side monitoring with an existing CSI feedback scheme as reference, the following two options on determining the association between AI/ML scheme and existing CSI feedback scheme for monitoring are considered:
· Option 1: The AI/ML based CSI is reported together with its associated legacy codebook-based CSI;
· Option 2: Associating the associated AI/ML based CSI and legacy codebook-based CSI to a same reference, the reference can be target CSI, CSI-RS, ID, time-domain/frequency-domain resources, etc. 
For UE-side model monitoring, UE monitors model performance and reports it to NW side, the NW side makes decisions of model activation/deactivation/updating/switching. In RAN1#112bis-e meeting, the following agreement was achieved on UE-side monitoring:
	Agreement
In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on triggering and means for reporting the monitoring metrics, including periodic/semi-persistent and aperiodic reporting, and other reporting initiated from UE.


For UE-side monitoring, if the UE only reports the monitoring metric to NW side, the NW side takes responsibility on judging whether the AI/ML model is failed or workable based on the monitoring metric. For judging whether the AI/ML model is failed or workable, if the methods based on comparing the monitoring metric of AI/ML scheme and the monitoring metric of the existing codebook based scheme is used, both the monitoring metric for AI/ML scheme and the monitoring metric for an existing codebook based scheme should be reported. Another alternative is specifying the criterion on whether an AI/ML model is failed or workable, and the UE reporting the judgement on whether the AI/ML model is failed or workable to the NW-side. 
[bookmark: _Ref135058592]Proposal 20: In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on the following schemes:
· Alt 1: UE reports the monitoring metric to NW side to assist the NW side to judge whether the AI/ML model is failed or workable.
· Alt 2: UE reports the judgement on whether the AI/ML model is failed or workable to the NW side.
For monitoring metric reporting for UE-side monitoring, since measurement of CSI-RS is needed, it is possible that the legacy CSI reporting framework is reused, i.e., a monitoring related reporting is configured by a CSI-ReportConfig, and the CSI-ReportConfig is RRC configured semi-persistent activated or dynamic triggered by the network. More study is needed on whether there are other solutions advanced than the solution based on legacy CSI reporting framework.
[bookmark: _Ref135058595]Proposal 21: In CSI compression using two-sided model use case, for monitoring metric reporting for UE-side monitoring, study the feasibility and potential specification impact on reusing the legacy CSI reporting framework.
Configuration and content for CSI reporting at inference phase
In RAN1#112bie-e meeting, it was agreed that the study of AI/ML based CSI compression should be based on the legacy CSI feedback signaling framework. Regarding the content of AI/ML based CSI reporting, at least the compressed CSI should be reported. In MIMO system, the gain of increasing precoding accuracy for high ranks would be much lower than that for low ranks, and the probability of scheduling UEs with high ranks would be lower than that for low ranks. Therefore allocating much higher payloads for high ranks than low ranks is not necessary. For DL Type II codebook based CSI feedback in NR systems, the overheads of PMI feedback for rank 3, 4 are comparable to that for rank 2. The same principle is preferred for AI/ML based CSI feedback, i.e. the overheads of CSI feedback for rank 3, 4 are also expected to be comparable with that of rank 2.
[bookmark: _Ref131624818]Proposal 22: For AI/ML based CSI feedback, the overheads of CSI feedback for rank 3 and rank 4 are expected to be comparable with that of rank 2.
For AI/ML based CSI feedback, when the eigenvector of the channel is compressed, accompanied with the compressed CSI, CQI and RI also should be reported. The reporting scheme of CQI and RI can be the same as that in Rel-17 for codebook based CSI feedback. In Rel-17, CQI shall be calculated conditionally on the reported PMI, RI, and PMI shall be calculated conditionally on the reported RI. The mechanism of CQI and RI determination for AI/ML based CSI feedback maybe different to that for codebook based CSI feedback. In RAN1 #112 meeting, the following agreement was achieved on CQI determination:
	Agreement
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Option 1c: CQI is calculated based on legacy codebook
· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
· Note: CSI reconstruction part at the UE can be different comparing to the actual CSI reconstruction part used at the NW. 
· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead


Option 2a is feasible for AI/ML models trained with training collaboration Type 1 at UE side since the UE has the CSI reconstruction model at NW side. For AI/ML models trained with other training collaboration types, Option 2a is not preferred since it either (1) requires CSI reconstruction model transmission from NW side to UE side, which would cause model proprietary problem and the CSI reconstruction model transmitted from NW side to UE might not be compilable at UE side, or (2) use a reference CSI reconstruction model with may not be accurate enough. 
Option 2b is not preferred since it requires additional CSI-RS transmission and additional signaling on indication the mapping of precoded CSI-RS and reported CSI, and it would cause additional latency compared to other options.
Compared to Option 2, Option 1 can be applied to AI/ML models trained with any training collaboration type. Regarding sub options of Option 1, the CQI calculation complexity of Option 1a and Option 1c are similar. Compared to Option 1a and Option 1c, Option 1b can be more complicated due to the mechanisms on CQI adjustment at UE side. The performance benefit of Option 1b is not clear since NW side CQI adjustment might be deployed for Option 1a and Option 1c. Therefore more evaluations are needed to determine which sub option of Option 1 is adopted.
[bookmark: _Ref131624821]Proposal 23: In CSI compression using two-sided model use case, if CQI in CSI report is configured, for CQI determination in CSI report, one of the sub options of Option 1 is adopted:
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Option 1c: CQI is calculated based on legacy codebook.
If CQI is reported, the quantization of CQI should be considered. It is natural to use the same scheme as that in Rel-17 for codebook based CSI feedback.
[bookmark: _Ref131624825]Proposal 24: For CQI reporting in CSI compression using two-sided model use case, the same quantization schemes as that in Rel-17 for codebook based CSI feedback is considered.
Quantization alignment
For training collaboration Type 1, if the quantizier/dequantizier is inside the AI/ML model and is seen as a part of the AI/ML model, quantization alignment using 3GPP aware mechanism may be unnecessary. However, for training collaboration Type 3, it is hard for UE side to train the UE-side generation part based on a dataset with quantized bits as the label for the output of generation part model, or for NW side to train the NW-side reconstruction part model based on a dataset with quantized bits as the label for the input of the reconstruction part. Therefore quantization alignment using 3GPP aware mechanism is needed at least for training collaboration Type 3.
[bookmark: _Ref135058606]Proposal 25: In CSI compression using two-sided model use case, quantization alignment using 3GPP aware mechanism is needed at least for training collaboration Type 3.
CSI prediction using UE-side model
Data collection
In RAN1#114 meeting, the following observation was achieved on data collection for CSI prediction using UE-side model use case [9]:
	Observation
In CSI prediction using UE sided model use case, at least the following aspects have been proposed by companies on data collection, including: 
· Signaling and procedures for the data collection 
· data collection indicated by NW 
· Requested from UE for data collection 
· CSI-RS configuration 
· Assistance information for categorizing the data, if needed
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.


Since both BM-Case2 using UE-side model use case and CSI prediction using UE-side model use case use UE-side models for time domain prediction, it is possible that similar mechanisms for triggering/initiating data collection can be used for the two use cases. We prefer to design/use the same or similar mechanisms on triggering/initiating data collection with BM-Case2.
[bookmark: _Ref142662867]Proposal 26: For CSI prediction using UE-side model use case, on signaling and procedures for the data collection, strive to design the same/similar mechanisms on triggering /initiating data collection with BM-Case2.
Since both UE-side prediction in Rel-18 MIMO WI and CSI prediction using UE-side model use case target to predict future CSI based on several history CSI, similar mechanisms on CSI-RS configuration can be used for the two use cases. For example, in Rel-18 MIMO, the following time-domain behaviors for NZP CSI-RS resource are supported for UE-side prediction: periodic (P), semi-persistent (SP), aperiodic (AP). Similarly, these CSI-RS resource types can be considered for CSI prediction using UE-side model use case. In Rel-18, to facilitate UE-side prediction, a new CSI-RS structure was introduced for aperiodic CSI-RS. For CSI prediction using UE-side model use case, enhancement on CSI-RS structures for aperiodic CSI-RS might also be needed.
[bookmark: _Ref146755992]Proposal 27: For CSI prediction using UE-side model use case, if enhancement for CSI-RS configuration is necessary, the mechanisms of UE-side CSI prediction in Rel-18 MIMO should be considered as the starting point.

Performance monitoring
In RAN1#114 meeting, the following agreement was achieved on performance monitoring for functionality-based LCM for CSI prediction using UE-side model use case [9]:
	Agreement
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
· Type 1: 
· UE calculate the performance metric(s)
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s)
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
· Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 



For performance monitoring Type 2, to calculate the performance metrics, the NW side can get ground-truth CSI based on UE reporting, or based on SRS transmission(s) corresponding to the predicted CSI. It is not a good choice to let UE report ground-truth CSI to the NW side since the payload size of ground-truth can be quite large, especially when the type of ground-truth CSI is channel matrix. For obtaining ground-truth CSI based on SRS, whether the accuracy of the ground-truth CSI is noble enough is not clear, and evaluations is needed. 
Compared to Type 2, Type 1 and Type 3 are more attractive since the overhand of reporting performance monitoring output or performance metric(s) can be much less than reporting ground-truth CSI, and the required specification efforts are not large since the high level principles of the procedures on performance monitoring for BM-Case1 and BM-Case2 with a UE-side AI/ML model can be reused.
[bookmark: _Ref146395013]Proposal 28: For CSI prediction using UE-side model use case on performance monitoring for functionality-based LCM, focus on the study of Type 1 and Type 3.

Conclusions
In this contribution, we provided our analysis on specification impacts of AI/ML based CSI feedback. We have the following observations and proposals:
CSI compression using two-sided model
Observation 1: In CSI compression using two-sided model use case, for data collection for model training, enhancement on CSI-RS is not needed.
Proposal 1: In CSI compression using two-sided model use case, adopt the following table for characteristics analysis of training collaboration types 1:
		      Training types
Characteristics
	NW side Type 1
	UE side Type 1

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	 Known model structure at NW

	Whether model can be kept proprietary 
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (Note 1)
	No (Note1)
	No (Note 1)
	No (Note 1)

	Flexibility to support cell/site/scenario/configuration specific model
	
Flexible for network identified/defined specific models, no otherwise 

	
Flexible for network identified/defined specific models, no otherwise 

	No
	No

	Whether gNB/device specific optimization is allowed
	Yes for gNB, and no for UE
	Yes for both gNB and UE device
	Yes for UE device and no for gNB
	Yes for both gNB and UE device

	Model update flexibility after deployment (note 3)
	
Flexible
	
Flexible
	
Semi-flexible, less flexible than Type 1 NW side
	Semi-flexible, less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible  
	Infeasible
	Infeasible
	Infeasible

	Whether gNB can maintain/store a single/unified model over different UE vendors [for a CSI report configuration]
	Yes
	Yes
	No
	No

	Whether UE device can maintain/store a single/unified model over different NW vendors [for a CSI report configuration]
	No
	No
	Yes
	Yes 

	Extendibility: to train new UE-side model compatible with NW-side model in use 
	
Yes
	
Yes
	
No
	
No

	Extendibility: To train new NW-side model compatible with UE-side model in use
	
No
	
No
	
Yes (not recommend)
	
Yes (not recommend)

	Whether training data distribution can match the inference device
	Limited
	Limited
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Not compatible for UE
	Compatible for UE
	Compatible for UE
	Compatible for UE

	Model performance based on evaluation in 9.2.2.1
	
Performance  refers to 9.2.2.1 observations
	
Performance  refers to 9.2.2.1 observations
	
Performance  refers to 9.2.2.1 observations
	
Performance  refers to 9.2.2.1 observations


Note 1: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note 2: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.
Proposal 2: In CSI compression using two-sided model use case, update the table for characteristics analysis of training collaboration Types 2 and Type 3 as follows:
		      Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential
	NW first
	 UE first

	Whether model can be kept proprietary 
	Yes
	Yes
	Yes
	Yes

	Whether require privacy-sensitive dataset sharing
	No 
	No 
	No 
	No 

	Flexibility to support cell/site/scenario/configuration specific model
	
Difficult
	
Semi-Flexible. Less flexible compared to type 3
	
Flexible
	
Flexible if assistance information is supported.
Not flexible otherwise

	Whether gNB/device specific optimization is allowed
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment 
	Not flexible
	
Semi-flexible and less flexible than type 3
	Semi-flexible
	Semi-flexible

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	Feasible
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model over different UE vendors [for a CSI report configuration]
	
Yes. Performance loss refers to 9.2.2.1 observations
	
Yes. Performance loss refers to 9.2.2.1 observation
	
Yes. Performance loss refers to 9.2.2.1 observation
	
Yes. Performance loss refers to 9.2.2.1 observation

	Whether UE device can maintain/store a single/unified model over different NW vendors [for a CSI report configuration]
	Yes. Performance loss refers to 9.2.2.1 observations

	
Yes. Performance loss refers to 9.2.2.1 observations
	Yes per camped cell.

Performance loss refers to 9.2.2.1 observations
	Yes
Performance loss refers to 9.2.2.1 observations

	Extendibility: to train new UE-side model compatible with NW-side model in use 
	Not support
	Support
	Support
	
Not support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support
	
Not support
	
Not supported
	Support

	Whether training data distribution can match the inference device
	Limited
	Yes
	Conditional, with assisted information from UE 
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations


Note 1: Type 2 Sequential training assumes NW-first training, since Type 2 Sequential UE-first training would have similar pros/cons as Type 3 UE-first training 
Note 2: Assume information on model structure disclosed in training collaboration does not reveal proprietary information. 
Note 3: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.
Proposal 3: In CSI compression using two-sided model use case, for NW side data collection for model training, focus on studying CSI-RS measurement based data collection.
Proposal 4: In CSI compression using two-sided model use case, on ground-truth CSI reporting for NW side data collection for model training, both L1 sianglling based reporting and RRC signalling based reporting are supported.
Proposal 5: In CSI compression using two-sided model use case, on ground-truth CSI reporting for NW side data collection for model performance monitoring, L1 signaling based reporting is supported.
Proposal 6: In CSI compression using two-sided model use case, on ground-truth CSI reporting for NW side data collection for model training and performance monitoring, legacy CSI feedback framework is reused for L1 signaling based reporting.
Proposal 7: In CSI compression using two-sided model use case, for NW side data collection for model training, collecting ground-truth data in type of precoding matrix is supported.
Proposal 8: In CSI compression using two-sided model use case, for NW side data collection for model training, NW determines the number of layers for ground-truth CSI data collection.
Proposal 9: In CSI compression using two-sided model use case with training collaboration type 3, for sequential training, if second-side dataset delivery is specified, the potential specification impact on the dataset delivery includes the following:
· Procedure on dataset delivery;
· Content of the dataset, e.g. data sample and possibly assisted information;
· Data sample format/type;
· Quantization/de-quantization related information;
· Note: The second-side is UE side for NW-first training and NW side for UE-first training.
Proposal 10: In CSI compression using two-sided model use case with training collaboration type 3, for UE side dataset of NW-first sequential training, the following aspects are considered:
· A pair of (input-CSI-NW, CSI feedback) is considered for a data sample as a starting point.
· The conclusions (e.g. format, type) on ground-truth CSI are reused for input-CSI-NW as much as possible..
Proposal 11: In CSI compression using two-sided model use case with NW first training collaboration type 3, the study on how to facilitate UE side proxy model training is with low priority.
Proposal 12: In CSI compression using two-sided model use case, for NW side intermediate KPIs based monitoring, further study the signaling and procedures for reporting target CSI, with the following two options considered:
· Option 1: The target CSI is reported together with its associated CSI report;
· Option 2: The target CSI is reported separately from its associated CSI report.
Proposal 13: In CSI compression using two-sided model use case, for NW side intermediate KPIs based monitoring, potential specification impact includes the following:
· How to determine the association between target CSI and CSI report by the NW side;
· Signaling and procedures for triggering target CSI reporting;
· Types of 3GPP signaling takes responsibility on target CSI reporting, e.g., physical signaling, RRC signaling;
· Types of target CSI for model monitoring, e.g., precoding matrix, channel matrix etc.;
· Formats of target CSI for model monitoring: scaler quantization and/or codebook-based quantization (e.g., e-type II like).
Proposal 14: In CSI compression using two-sided model use case, for UE side intermediate KPIs based monitoring, obtaining the output of the CSI reconstruction model based on the CSI reconstruction model by the UE is only supported for AI/ML model trained with training collaboration Type 1 at UE side.
Proposal 15: In CSI compression using two-sided model use case, for UE side intermediate KPIs based monitoring, further study the signaling and procedures for transmitting output-CSI-UE from NW side to UE side, with the following options considered:
· Option 1: The output-CSI-UE is transmitted to the UE in form of quantization values, e.g., scalar quantization or codebook-based quantization;
· Option 2: The output-CSI-UE is transmitted to the UE in form of transmitting precoded CSI-RS that precoded with the output-CSI-UE.
Proposal 16: In CSI compression using two-sided model use case, for UE side intermediate KPIs based monitoring, potential specification impact includes the following:
· How to determine the association between output-CSI-UE and CSI report by the UE;
· Signaling and procedures for indicating output-CSI-UE transmission;
· Types of 3GPP signaling takes responsibility on transmitting output-CSI-UE, e.g., physical signaling, RRC signaling;
· Types of output-CSI-UE for model monitoring, e.g., precoding matrix, channel matrix etc.;
· Formats of output-CSI-UE for model monitoring: scaler quantization and/or codebook-based quantization (e.g., e-type II like).
Proposal 17: In CSI compression using two-sided model use case, if eventual KPI is adopted as monitoring metric, how to exclude the impacts of other factors other than AI/ML model performance should be studied.
Proposal 18: In CSI compression using two-sided model use case, for NW-side monitoring, it is beneficial to enable performance monitoring using an existing CSI feedback scheme as the reference. Further study potential specification impact on triggering and reporting additional legacy CSI.
Proposal 19: In CSI compression using two-sided model use case, for NW-side monitoring with an existing CSI feedback scheme as reference, the following two options on determining the association between AI/ML scheme and existing CSI feedback scheme for monitoring are considered:
· Option 1: The AI/ML based CSI is reported together with its associated legacy codebook-based CSI;
· Option 2: Associating the associated AI/ML based CSI and legacy codebook-based CSI to a same reference, the reference can be target CSI, CSI-RS, ID, time-domain/frequency-domain resources, etc. 
Proposal 20: In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on the following schemes:
· Alt 1: UE reports the monitoring metric to NW side to assist the NW side to judge whether the AI/ML model is failed or workable.
· Alt 2: UE reports the judgement on whether the AI/ML model is failed or workable to the NW side.
Proposal 21: In CSI compression using two-sided model use case, for monitoring metric reporting for UE-side monitoring, study the feasibility and potential specification impact on reusing the legacy CSI reporting framework.
Proposal 22: For AI/ML based CSI feedback, the overheads of CSI feedback for rank 3 and rank 4 are expected to be comparable with that of rank 2.
Proposal 23: In CSI compression using two-sided model use case, if CQI in CSI report is configured, for CQI determination in CSI report, one of the sub options of Option 1 is adopted:
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Option 1c: CQI is calculated based on legacy codebook.
Proposal 24: For CQI reporting in CSI compression using two-sided model use case, the same quantization schemes as that in Rel-17 for codebook based CSI feedback is considered.
Proposal 25: In CSI compression using two-sided model use case, quantization alignment using 3GPP aware mechanism is needed at least for training collaboration Type 3.

CSI prediction using UE-side model
Proposal 26: For CSI prediction using UE-side model use case, on signaling and procedures for the data collection, strive to design the same/similar mechanisms on triggering /initiating data collection with BM-Case2.
Proposal 27: For CSI prediction using UE-side model use case, if enhancement for CSI-RS configuration is necessary, the mechanisms of UE-side CSI prediction in Rel-18 MIMO should be considered as the starting point.
Proposal 28: For CSI prediction using UE-side model use case on performance monitoring for functionality-based LCM, focus on the study of Type 1 and Type 3.
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