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1 Introduction
In RAN#94-e, Rel-18 new study item on “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” is endorsed. One of the objectives of the study item [1] is the following:

	*** text omitted***
Use cases to focus on: 
· Initial set of use cases includes:
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
*** text omitted***
For the use cases under consideration:
1) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback



	· Finalize CSI work (agenda 9.2.2.2):
· Two-sided model training type pro/cons analysis
· Data collection and performance  monitoring for both, one-sided and two-sided models, including ground-truth related and dataset delivery related aspects 
· Inference-related framework, e.g., CSI configuration, payload related aspects, quantization
· Two-sided model pairing mechanism



Furthermore, RAN#101 identified the remaining open issues for AI/ML based CSI feedback enhancement.


In the following, we provide our view on the above remaining issues. 













2. CSI Prediction
1 
2 
2.1 
2.2 
2.1 On Data Collection 
In RAN1#114, the following observation was made for data collection: 
	Observation
In CSI prediction using UE sided model use case, at least the following aspects have been proposed by companies on data collection, including: 
· Signaling and procedures for the data collection 
· data collection indicated by NW 
· Requested from UE for data collection 
· CSI-RS configuration 
· Assistance information for categorizing the data, if needed
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.



For UE-side CSI prediction, the AI/ML model is in general trained by the UE vendor. To assist the data collection for training, the network may indicate its setting in an implicit manner that protects its proprietary implementation and privacy aspects. In Fig. 1 for example, the indicated information indirectly indicates the TRP corresponding to the UE’s CSI prediction. This indication may also implicitly indicate other aspects such spatial-domain pattern for network-energy saving, antenna tilt consideration, etc. Then, if UE vendors train localized/site/scenario/setting specific AI/ML model, the network may indicate its setting for the UE so that the collected data can be categorized.  One issue here is that in practice the model training and inference most likely happen in different times (not in a single RRC connection rather in weeks, months). This makes the TCI framework to be insufficient because the network has flexibility to change the mapping between the TCI IDs and the actual transmission configurations across UEs and different RRC configurations. Thus, the network may have to keep the same mapping between its settings and the required indication to ensure consistency between data collection for training and inference. 
[image: ]
Figure 1 CSI prediction from different TRPs

Proposal 1: In CSI prediction using UE sided model use case, study the specification impact for network-side setting indication for data collection at the UE that provides: 
· Abstraction of network’s proprietary implementation information similar to the TCI indication
· Consistency between corresponding data collection for model training and inference.  
Note: The collected data for model training may be delivered to the training server in a transparent manner.  

[image: ]
Figure 2CSI measurement and reporting based on Rel-18 DD CSI enhancement for medium/high mobility

Another issue for data collection for AI/ML CSI prediction is configuration of CSI-RS resources. Some of the CSI-RS resources for data collection may not correspond to CSI reporting, i.e., the UE may consume the measured CSI internally for its transparent reporting to the training server. Thus, the CSI report configuration may have to indicate which resources to be considered for CSI report and which resources are to be considered for data collection purpose only. Moreover, the UE may have to consider different priorities among the CSI measurements corresponding to a CSI report and data collection. 

Proposal 2: For the AI/ML based CSI prediction sub-use case, study the following for data collection
· CSI measurement and reporting framework.
· Data collection procedure and priority. 


If UE supports CSI prediction for multiple specified functionalities, e.g., ranges of UE velocity, it can indicate such capability in its capability report. Then, gNB can perform functionality selection based on direct or indirect measurement inputs, e.g., gNB may utilize (time domain correlation property) TDCP report to select one of the functionalities and configure the appropriate CSI measurement and reporting configurations. 

[image: ]
Figure 3  Different aspect of CSI prediction with respect to UE mobility.






2.1 On Model Monitoring  Agreement
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
· Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 



In RAN1#114 the above agreement was agreed for performance monitoring for AI/ML based CSI prediction at the UE side. In Type 1 monitoring, the UE may calculate the metric and report the monitoring outcome to the network. As an example, the UE may compare its predicted CSI and ground truth and indicate for fallback or functionality switching as monitoring outcome. In this case, the UE may need to access to the ground truth CSI through indirect or dedicated measurements. Moreover, the network may have better knowledge on the baseline performance to trigger fallback. Thus, the network may prefer to configure to the UE with the baseline CSI and performance threshold. Type 1 monitoring saves the uplink bandwidth as the overhead for monitoring outcome reporting is highly likely be smaller than the overhead for ground truth CSI reporting. 

Proposal 3: For the AI/ML based CSI prediction sub-use case, for Type 1 monitoring, study 
· Configuration of CSI-RS resources for performance monitoring 
· Configuration for baseline CSI and threshold for UE’s calculation of performance metric
· Configuration and time-domain properties for monitoring outcome reporting.    

The performance monitoring for CSI prediction can also be performed at the network side. For example, according to Type 2 monitoring above, the network (base station) may compare the predicted CSI and the ground truth (target) CSI to determine the performance of the prediction. In this case, the network may get access to the ground truth CSI through the UE’s report or through some form of uplink measurement. To adjust the prediction window and other parameters, the network may also require ground truth CSI corresponding to multiple time instances within the prediction window of the predicted CSI. In this case, the UE may apply compression for the ground truth CSI reporting, e.g., Doppler domain. If the target CSI is for multiple time instances, Doppler-domain compression may be applied for CSI feedback overhead reduction. Such reporting for target CSI may depend on UE’s capability may affect the CSI processing unit (CPU) counting and its timeline.   

Proposal 4: For the AI/ML based CSI prediction sub-use case, for Type 2 monitoring, study 
· Configuration of CSI-RS resources for performance monitoring 
· Configuration and potential enhancement on Type II CSI for ground truth CSI reporting corresponding to multiple time instances. 
· Priority and CSI processing timeline 



3. CSI Compression
3.1 On Pairing Information Observation
In CSI compression using two-sided model use case, at least the following options have been proposed by companies to define the pairing information used to enable the UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the gNB: 
· Option 1: The pairing information is in the forms of the CSI reconstruction model ID that NW will use. 
· Option 2: The pairing information is in the forms of the CSI generation model ID that the UE will use. 
· Option 3: The pairing information is in the forms of the paired CSI generation model and CSI reconstruction model ID. 
· Option 4: The pairing information is in the forms of by the dataset ID during type 3 sequential training. 
· Option 5: The pairing information is in the forms of a training session ID to a prior training session (e.g., API) between NW and UE. 
· Option 6: The pairing information is up to UE/NW offline co-engineering alignment, transparent to 3GPP specification. 
· Note: the disclosure of the vendor information during the model pairing procedure and model identification procedure should be considered.
· Note: If each UE side model is compatible with all NW side model, the information is not needed for the UE. 
· Note: Above does not imply there is a need for a central entity for defining/storing/maintaining the IDs.  


In the above observation, the choice of the pairing information for the two-sided models has relation with the adopted training type assumption. Thus, in the following we provide our view on the pairing information in regards to the various training type assumptions. 


For Type 1 training at the network side with model transfer: For Type 1 training at the network-side with model transfer, the network can ensure the compatibility of the UE-part and network-part of the two-sided models. For example, it is natural for the network to transfer a single UE-part for a functionality/configuration. Thus the UE may use the functionality information or the configuration information to figure out the corresponding compatible UE-part of the model. 

Observation#1: In CSI compression using two-sided model use case, two-sided model trained by Type 1 training at the network side with UE-part of the model transferred to the UE, there is no apparent reason for a network to transfer more than one model for a functionality/configuration. Thus, the functionality/configuration information ensures the compatibility. 

Observation#2: In CSI compression using two-sided model use case, two-sided model trained by Type 1 training at the network side with UE-part of the model transferred to the UE, the network can make sure the CSI generation part and CSI reconstruction part are compatible. 

For Type 3 training starting at the network: One way of developing two-sided models is based on Type 3 training starting at the network, i.e., once the network trains its model, it shares the training dataset for the training of UE-part of the two-sided models. Based on the gNB’s implementation, the shared dataset may vary and affect the compatibility. This variation may result from variation in network-side vendors, variation on the antenna settings, variation on the TRP with which the decoder belongs to (site-specific models), etc. Thus, this variation would affect which models would pair with the decoder at the network. 

However, if the same network-side setting is applied during training dataset collection phase and model inference phase, the compatibility can be ensured. For example, the UE vendor may use this indication to categorise the collected dataset to develop compatible model with the network side. Moreover. the network may keep the same network-side setting associated with this indication. Other location information and cell global ID could also be used by the UE vendor to develop location/site-specific models compatible network’s model at specific sites/location. The in Figure 4, if network ensure the same network-side setting including (compatible network-part of two-sided models) in (1) data collection stage and (4), compatibility would be ensured.   
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Figure 4 UE-side and UE-part of two-sided Model Training and Inference.

Observation#3: In CSI compression using two-sided model use case, for pairing the UE-part and network-part of two-sided models trained/updated/fine-tuned by Type 3 training starting at the network, a network-side setting information indication can be considered that provides
· Abstraction of network’s proprietary implementation information similar to the TCI indication
· Consistency between corresponding data collection for model training and inference.  
FFS: Incorporation of this indication for functionality-based and model-ID based LCM.

For sequential Type 2 training with frozen network-part of two-sided models
For Type 2 training with frozen network-part of two-sided models, the same mechanism can be followed as Type 3 training starting at the network side. If the training happens over-the-air signalling, the network’s indication can be used by the UE vendor to label the corresponding trained UE-part. If the training happens offline between two servers, the network vendor may provide the same network-side setting information to the UE side (server) which will later be indicated in the configuration for inference.  

Observation#4: In CSI compression using two-sided model use case, for pairing the UE-part and network-part of two-sided models trained/updated/fine-tuned by sequential Type 2 training with frozen network-part of two-sided models, a network-side setting information can be considered that provides
· Abstraction of network’s proprietary implementation information similar to the TCI indication
· Consistency between model training and inference in the network-side setting including, compatible network-part of two-sided model.  
FFS: Incorporation of this indication for functionality-based and model-ID based LCM.

Toward common CSI reconstruction scheme
The bi-lateral model development framework for Type 2 and Type 3 training types may incur prohibitively large model development and engineering efforts on vendors. RAN1 has already showed interest in ensuring compatibility between multiple UE-parts and network-parts of two-sided models and evaluated its feasibility. It is evident with the redundant and large bi-lateral engineering efforts; vendors may develop compatible models to multiple counter parts. However, such effort may anyway converge to having a common CSI reconstruction scheme among the vendors. 

Observation#5: The bi-lateral model development framework for Type 2 and Type 3 training types incurs prohibitively large model development and engineering efforts. The vendors’ effort to develop a single model compatible to multiple models from multiple vendors may converge to a common CSI reconstruction scheme. Thus, RAN1 should strive to adopt a common reference CSI reconstruction scheme. 

3.2. On Two-sided Models Training Collaboration Types

The following agreement was made in RAN1#110:Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded.

Agreement RAN1#113 
· Type 2 Joint traning of the two-sided model at network side and UE side, respectively.
· Note: Joint training includes both simultaneous training and sequential training, in which the pros and cons could be discussed separately
· Note: Sequential training includes starting with UE side training, or starting with NW side training

Agreement RAN1#114
· In CSI compression using two-sided model use case, do not capture the column “Type 1 training at UE/NW/ neutral site with 3GPP transparent model delivery to UE and NW respectively” in the table that summarizes training collaboration Types 1.
· Note: both collaboration level y and z are considered for pros and cons of training types

· In CSI compression using two-sided model use case, the following table capture the pros/cons of training collaboration type 1:  
   Training types



Characteristics
Type1: NW side
Type 1: UE side

Unknown model structure at UE
Known model structure at UE
Unknown model structure at NW
Known model structure at NW

Note: capture unknown model structure with sequential retraining in the unknown model structure at UE/NW column as a note whenever needed. 




RAN1#114 agreed to capture the comparison of the three training collaboration types in two tables; one table for Type 1 additional separate table for Type 2 and Type 3. 












In the following, we provide the comparison of these model training collaboration types in two tables. 
                    
                       Table 1 Comparison of Type 1 at NW side and UE side training
	   Training types



Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No 
	No
	No
	No

	Flexibility to support cell/site/scenario/configuration specific model
	Yes
	Yes
	Yes. With assisted information signaling.
	
Yes. With assisted information signaling.

	Whether gNB/device specific optimization is allowed
	Restricted
	Yes
	Restricted
	
Yes 

	Model update flexibility after deployment
	Flexible
	Flexible
	Conditional, with assisted information (Note 2)
	

	Feasibility of allowing UE side and NW side to develop/update models separately
	Does not apply
	Does not apply.   
	Does not apply 
	
Does not apply

	Whether gNB can maintain/store a single/unified model for a CSI report configuration
	Yes 
	Yes
	No
	

No

	Whether UE device can maintain/store a single/unified model for a CSI report configuration
	Yes
	Yes
	Yes
	

Yes

	Extendibility: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use
	Does not apply 
	Does not apply
	Does not apply
	Does not apply

	Whether training data distribution can match the inference device
	Infeasible 
	Conditional, with assisted information from UE
	Yes
	

Yes 

	Software/hardware compatibility (Whether device capability can be considered for model development)
	No
	Yes
	Yes
	Yes

	Model performance based on evaluation in 9.2.2.1
	Upper bound
	Upper bound 
	Upper bound
	Upper bound

	Performance dependency for interoperability of multiple UE-side and Network-side models.
	Does not apply
	Does not apply
	Does not apply
	Does not apply




               
       
                       Table 2: Comparison of Type 2 and Type 3 training collaboration types
		       Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential
	NW first
	                  UE first

	
	
	
	
	

	Whether model can be kept proprietary
	Yes
(Note 1)
	Yes
(Note 1)
	Yes      (Note 1)  
	Yes      (Note 1)

	Whether require privacy-sensitive dataset sharing
	Needs check
	Needs check
	Needs check
	Needs check

	Flexibility to support cell/site/scenario/configuration specific model
	Difficult
	Difficult 
	Semi-flexible.
	Semi-flexible. With assisted information signaling

	Whether gNB/device specific optimization is allowed
	Yes (Partially)
	Yes (Partially)
	Yes
	Yes

	Model update flexibility after deployment
	Not flexible

	Not flexible
	Conditional semi-flexible, with assisted information
(Note 2)
	Semi-flexible
(Note 2)

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
Infeasible 
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model for a CSI report configuration
	Yes, with some performance degradation.  
	
Yes, with performance degradation.  
	Yes 
	Yes, with performance degradation.  

	Whether UE device can maintain/store a single/unified model for a CSI report configuration
	Yes, with performance degradation.  
	Yes, with performance degradation.  
	Yes, with performance degradation.  
	Yes, with performance degradation.  

	Extendibility: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use
	Limited
	




Support
	Support
	Support

	Whether training data distribution can match the inference device
	Conditional, with assisted information from UE
	Conditional, with assisted information from UE
	Conditional, with assisted information from UE
	
Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Yes
	Yes
	Yes
	Yes

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Performance dependency for interoperability of multiple UE-side and Network-side models.
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1





Proposal 5: Consider Table 1 and Table 2 for the comparison of two-sided model training types:
         

3.3. Other Inference Configuration Related Issues
One important decision point is the input types/formats of the two-sided CSI compression. In the following, we provide comparison among the different input types with respect to factors such as potential performance, model complexity requirement, facilitation of MU-MIMO operations and others. 

              Table 3 Advantages and disadvantages of candidates for autoencoder input type
	Candidate input type
	Pros
	Cons

	Precoding vectors in spatial frequency domain
	- Simplifies compression problem. Compressing a single vector as compared to two-dimensional input.
- Better rate adaptation as rate adaptation framework is already developed, e.g., RI, CQI, etc. 
	- Overhead and additional                                                                                                                                            complexity of reporting  RI, CQI.
-  May not achieve full potential of MU-MIMO

	Raw channel in spatial frequency domain
	-   the gNB can exploit full channel information (e.g., eigenvalues and eigenvectors) to obtain improved MIMO performance (e.g. adaptive power allocation).
- facilitates gNB-side CSI prediction 
-  facilitates better MU-MIMO interference cancelation
	- larger compression domain as compared to compressing precoding vectors, i.e., higher complexity and feedback overhead. 
- Needs additional consideration for rate  adaptation, e.g., how to compute CQI, if reported, etc.  

	Precoding vectors in angular-delay domain, e.g., (W2 matrices)
	· further simplifies the compression problem (smaller models)
· performance is less sensitive to deployment scenario.
· better rate adaptation as rate adaptation framework is already developed, e.g., RI, CQI, etc.
	· marginal performance loss as the compression is in a preselected angular-delay subspace.
- overhead and additional complexity of reporting  RI, CQI. 
-    may not achieve full potential of MU-MIMO

	Raw channel in angular-delay domain
	· further simplifies the compression problem (smaller models)
· performance is less sensitive to deployment scenario.
 -  the gNB can exploit full channel information (e.g., eigenvalues and eigenvectors) to obtain improved MIMO performance (e.g. adaptive power allocation).
- facilitates gNB-side CSI prediction 
	· Marginal performance loss as the compression is in a preselected angular-delay subspace.
· larger compression domain as compared to compressing, i.e., percoding vectors, higher complexity and feedback overhead. 
· Needs additional consideration for rate  adaptation, e.g., how to compute CQI, if reported, etc.  




[image: ]
Figure 5 Precoding vector compression in angular-delay domain

The data format of the required inputs/outputs, including the input to the encoder and the output of the encoder (i.e. the feedback that is sent by the UE to the gNB) should be known at the UE and the gNB.  For example:
· the input to the encoder could consist of the channel matrices of a single resource element (RE)
· the input to the encoder could consist of the channel matrices of multiple REs
· if the gNB trains the encoder and the decoder, and then shares the encoder with the UE, the gNB could signal the required format of the encoder input to the UE
· if the UE trains the encoder and the decoder, and then shares the decoder with the gNB, the UE could signal the required format of the decoder output to the gNB
· a new UCI type could be defined for the output of the encoder, which consists of quantized codewords
· the required format of the encoder/decoder input/output could be included in the description of a model when it is registered.

Consequently, the different nominal input and output types present various tradeoffs. RAN1 should study the potential advantages and specification impact of these input/output types without prioritizing one over the other. 

One good starting point is to study how UE reports CSI in angle-delay domain. A UE may extract the relevant SD and FD basis first. Then, the AIML compression will be in W2 domain. How to report the selected SD and FD basis vectors is one discussion point. RAN1 may also discuss whether to introduce additional Rel-16 and REl-17 parameter values for SD and FD basis vectors. 

Proposal 6: In AI/ML based CSI compression using two-sided model sub-use case, further study potential specification impact of Option 1b: The precoding matrix in angular-delay domain is an eType II-like PMI. (i.e., precoding vectors in angular-delay domain)
· Whether SD and FD basis vectors are reported separately from AI generated CSI (W2-domain compression)
· Whether to introduce new eType II CB parameter values for SD and FD basis vectors reporting, e.g., L, pv, alpha, betta

The following agreement was made in RAN1#110bis-e:Agreement
In CSI compression using two-sided model use case, evaluate and study quantization of CSI feedback, including at least the following aspects: 
· Quantization non-aware training 
· Quantization-aware training
· Quantization methods including uniform vs non-uniform quantization, scalar versus vector quantization, and associated parameters, e.g., quantization resolution, etc.
· How to use the quantization methods


Depending on the outcome of the evaluation as per the above agreement, a new UCI format may have to be introduced. 

Proposal 7: For AI/ML based CSI compression sub-use case, study the specification impact of UCI format for quantized output of CSI generation part.

Moreover, the legacy CSI reporting framework supports different payload size (resolution) configurations. Additionally, legacy CSI report also supports dynamic adjustment of payload size via part 2 CSI dropping. It is important to retain such features in AI/ML based CSI report, thus we propose the followings: 

Proposal 8: For AI/ML based CSI compression sub-use case, study flexible configuration of quantization method and quantization resolution that enables the network to
                  1) Adapt to different AI/ML models and channel environments/scenarios
                  2) Control the feedback payload size. 

Proposal 9: For AI/ML based CSI compression sub-use case, study the specification impact of adaptable CSI feedback payload size that enables the UE to adapt to available size of uplink resources.
FFS: whether priority and CSI dropping rules have to be introduced. 

Another important feature AI/ML based CSI feedback has to retain from legacy CSI reporting mechanism is codebook subset restriction (CBSR). Recently, some interference complaints are reported (https://spectrum.ieee.org/faa-5g) between 5G systems and the aviation frequencies. With the availability of CBSR functionality for AI/ML-based CSI reporting, the gNB may configure a UE with a CSI report configuration to avoid such interferences. A good starting point is the legacy approach wherein gNB configures the UE with information on restricted SD basis vectors. Then, how the UE applies this restriction could be different for inputs in case1) spatial/frequency domain and case2) angle/delay domain. For case2) the application CBSR is simple as the UE can set coefficients associated with restricted SD basis vectors to zero. For Case 1) however UE has to perform some pre-processing on input CSI so that Output-CSI-UE avoids the restricted SD basis vectors. One such method is projecting the input precoding vectors, channel matrix in to the null space of the subspace spanned by the submatrix constructed from the restricted SD basis vectors. Another approach is to transform the spatial-frequency domain in to angle-domain and transform it back to spatial-domain after removal of the restricted vectors. 

Proposal 10: For AI/ML based CSI compression sub-use case, study methods to configure and apply codebook subset restriction (CBSR) including:
· Whether the legacy SD basis vectors based restriction applies 
· How to apply CBSR for when Output-CSI-UE is in 1) spatial-frequency domain 2) angle-delay domain
· Whether soft amplitude restriction is possible

As we noted, Type 3, which entails separate training at the network and the UE, has several advantages, including 1) preserving proprietary information (e.g. training strategies, model structure, model parameters) and 2) eliminating the overhead of model transfer.

For Type 3, one approach to facilitate a competitive ecosystem for model development entails utilizing a reference decoder (e.g. DEC* for Type 3-2 [Parallel training] in Fig. 5), including training/testing an encoder with this reference decoder.  The performance impact of this approach should be assessed.

Proposal 11: For Type 3 training collaboration, study performance impact of training/testing an encoder with a reference decoder.

For model inference of two sided-based CSI compression, the encoder and the decoder should be separately deployed at the UE and the gNB, respectively.  This sub-use case can be supported by the following methods:
· Offline training-based methods:
· For example, a gNB can either 1) use a specified AE(s) or 2) collect a dataset for cell-specific offline training using the current specifications (e.g. CSI measurements from SRS by exploiting DL-UL reciprocity, reconstructed CSIs from legacy CSI feedback, generated CSI from a channel model by applying second-order statistics that are measured from SRS, etc.). Thus, no signaling would be required to transfer a training dataset. After training the AE, the gNB configures the specified/trained encoder to the UE.
· [bookmark: _Hlk102061121]Online training-based methods:
· For example, if a gNB employs a proprietary training strategy, a UE could update the trained/specified encoder without knowledge of the gNB’s training strategy.  In this case, the gNB would also configure its specified/trained decoder to the UE, and the UE would report validation results for the updated encoder to the gNB.

Once the AE model has been trained, the dimension of the compressed vector (i.e., output of encoder) is fixed. 

Proposal 12: For AI/ML based CSI compression sub-use case, study and verify model update of the encoder at the UE, where the gNB’s training strategy is not disclosed while transferring/configuring the AE.

Agreement
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Option 1c: CQI is calculated based on legacy codebook
· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
· Note: CSI reconstruction part at the UE can be different comparing to the actual CSI reconstruction part used at the NW. 
· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead



For the legacy CSI feedback framework, a UE determines and reports CQI conditioned on the PMI (i.e., which will be mapped to a precoding matrix at the gNB) and rank indicator (RI). In this sub-use case, however, the UE may not perfectly know what the gNB reconstructs as a precoder. Thus, RAN1#112 agreed to investigate two options as shown in the above.

In Option 1, UE does not require the output of CSI generation part (output of the decoder at gNB) to calculate CSI. In Option 1a and 1b, UE calculates CQI based on the target CSI used for CSI generation (input for the encoder). Option 1a is a computationally friendly approach, as it does not require the UE to run the CSI generation part. Note that this approach provides accurate CQI when precoder reconstruction loss is not significant (which is the only supposed case AI/ML based CSI compression could be useful, otherwise, it is better to use the legacy codebooks). Additionally, in case of MU-MIMO, the network may not directly apply the precoder based on reported PMI, e.g., for interference nulling, etc. 


Observation#6
In case of MU-MIMO, the network may not directly apply the precoder based on reported PMI, e.g., for interference nulling, etc. Thus, even in legacy systems, some level of mismatch exists between the PMI (precoder network reconstructs from PMI)  and the precoder network applies for data transmission. . Thus, it is not crucial for the UE to determine CSI based on the precoder reconstructed at the network side.
 

Observation#7
In CSI compression using two-sided model, for CQI determination in CSI report, for Option 1a: CQI is calculated based on target CSI with realistic channel measurement 
· Is computationally friendly as UE does not require to perform CSI reconstruction or additional measurements for CQI calculation
· The mismatch between CQI determined conditioned on target CSI (precoder) and CQI determined conditioned on the reconstructed CSI (precoder) is insignificant when CSI reconstruction loss is insignificant 

In Option1b UE makes adjustment after it calculates CQI conditioned on the target CSI. One of such adjustment could be based on a nominal CSI reconstruction model at the UE which can emulate the actual CSI reconstruction model at the gNB. However, this can happen in a transparent manner. 

Observation#8
In CSI compression using two-sided model, for CQI determination in CSI report, for Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment: 
· The adjustment can be handled in a spec. transparent manner. 

In Option2a UE calculates CQI conditioned on the output of actual reconstruction model at the network. This may not be feasible if the network may not be willing to share its model. Besides, network may employ heavy model, which may not be suitable to run at the UE. 

Observation#9
In CSI compression using two-sided model, for CQI determination in CSI report, for Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment:
· The availability of Network’s reconstruction output at the UE is not guaranteed, as network may be willing to share it, thus, may not be feasible. 
· Network may use heavier model, which may not fit in to UE’s computational capability, thus, may not be feasible.

Option 2b includes a multiple step process. First, network reconstructs the UE’s reported precoder. It then precodes a CSI-RS based on the reconstructed precoder. Then, UE measures and reports CQI based on the measurement from the precoded CSI-RS.  Even though, this option may avoid the mismatch due to the reconstruction error without requiring the availability of the actual reconstruction model (decoder) at the UE, it also incurs additional overhead (CSI-RS) and complexity. Moreover, 

Observation#10
In CSI compression using two-sided model, for CQI determination in CSI report, for Option 2b: CQI is calculated using two stage approach in which UE derives CQI using precoded CSI-RS transmitted with a reconstructed precoder:
· It incurs additional CSI-RS overhead 
· The delay between CSI (precoder) generation and CQI determination introduces mismatch.  


Proposal 13: In CSI compression using two-sided model, adopt Option 1a: CQI is calculated based on target CSI with realistic channel measurement.




Conclusion
In this contribution, the following observations are made:

Observation#1: In CSI compression using two-sided model use case, two-sided model trained by Type 1 training at the network side with UE-part of the model transferred to the UE, there is no apparent reason for a network to transfer more than one model for a functionality/configuration. Thus, the functionality/configuration information ensures the compatibility. 

Observation#2: In CSI compression using two-sided model use case, two-sided model trained by Type 1 training at the network side with UE-part of the model transferred to the UE, the network can make sure the CSI generation part and CSI reconstruction part are compatible. 

Observation#3: In CSI compression using two-sided model use case, for pairing the UE-part and network-part of two-sided models trained/updated/fine-tuned by Type 3 training starting at the network, a network-side setting information indication can be considered that provides
· Abstraction of network’s proprietary implementation information similar to the TCI indication
· Consistency between corresponding data collection for model training and inference.  
FFS: Incorporation of this indication for functionality-based and model-ID based LCM.

Observation#4: In CSI compression using two-sided model use case, for pairing the UE-part and network-part of two-sided models trained/updated/fine-tuned by sequential Type 2 training with frozen network-part of two-sided models, a network-side setting information can be considered that provides
· Abstraction of network’s proprietary implementation information similar to the TCI indication
· Consistency between model training and inference in the network-side setting including, compatible network-part of two-sided model.  
FFS: Incorporation of this indication for functionality-based and model-ID based LCM.

Observation#5: The bi-lateral model development framework for Type 2 and Type 3 training types incurs prohibitively large model development and engineering efforts. The vendors’ effort to develop a single model compatible to multiple models from multiple vendors may converge to a common CSI reconstruction scheme. Thus, RAN1 should strive to adopt a common reference CSI reconstruction scheme. 

Observation#6
In case of MU-MIMO, the network may not directly apply the precoder based on reported PMI, e.g., for interference nulling, etc. Thus, even in legacy systems, some level of mismatch exists between the PMI (precoder network reconstructs from PMI) and the precoder network applies for data transmission. Thus, it is not crucial for the UE to determine CSI based on the precoder reconstructed at the network side.

Observation#7
In CSI compression using two-sided model, for CQI determination in CSI report, for Option 1a: CQI is calculated based on target CSI with realistic channel measurement 
· Is computationally friendly as UE does not require to perform CSI reconstruction or additional measurements for CQI calculation
· The mismatch between CQI determined conditioned on target CSI (precoder) and CQI determined conditioned on the reconstructed CSI (precoder) is insignificant when CSI reconstruction loss is insignificant 

Observation#8
In CSI compression using two-sided model, for CQI determination in CSI report, for Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment: 
·  The adjustment can be handled in a spec. transparent manner. 

Observation#9
In CSI compression using two-sided model, for CQI determination in CSI report, for Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment:
· The availability of Network’s reconstruction output at the UE is not guaranteed, as network may be willing to share it, thus, may not be feasible. 
· Network may use heavier model, which may not fit in to UE’s computational capability, thus, may not be feasible.


Observation#10
In CSI compression using two-sided model, for CQI determination in CSI report, for Option 2b: CQI is calculated using two stage approach in which UE derives CQI using precoded CSI-RS transmitted with a reconstructed precoder:
· It incurs additional CSI-RS overhead 
· The delay between CSI (precoder) generation and CQI determination introduces mismatch.  

Moreover, the following proposals are made:

Proposal 1: In CSI prediction using UE sided model use case, study the specification impact for network-side setting indication for data collection at the UE that provides: 
· Abstraction of network’s proprietary implementation information similar to the TCI indication
· Consistency between corresponding data collection for model training and inference.  
Note: The collected data for model training may be delivered to the training server in a transparent manner.  

Proposal 2: For the AI/ML based CSI prediction sub-use case, study the following for data collection
· CSI measurement and reporting framework.
· Data collection procedure and priority. 

Proposal 3: For the AI/ML based CSI prediction sub-use case, for Type 1 monitoring, study 
· Configuration of CSI-RS resources for performance monitoring 
· Configuration for baseline CSI and threshold for UE’s calculation of performance metric
· Configuration and time-domain properties for monitoring outcome reporting.    

Proposal 4: For the AI/ML based CSI prediction sub-use case, for Type 2 monitoring, study 
· Configuration of CSI-RS resources for performance monitoring 
· Configuration and potential enhancement on Type II CSI for ground truth CSI reporting corresponding to multiple time instances. 
· Priority and CSI processing timeline 

Proposal 5: Consider Table 1 and Table 2 for the comparison of two-sided model training types:

Proposal 6: In AI/ML based CSI compression using two-sided model sub-use case, further study potential specification impact of Option 1b: The precoding matrix in angular-delay domain is an eType II-like PMI. (i.e., precoding vectors in angular-delay domain)
· Whether SD and FD basis vectors are reported separately from AI generated CSI (W2-domain compression)
· Whether to introduce new eType II CB parameter values for SD and FD basis vectors reporting, e.g., L, pv, alpha, betta

Proposal 7: For AI/ML based CSI compression sub-use case, study the specification impact of UCI format for quantized output of CSI generation part.

Proposal 8: For AI/ML based CSI compression sub-use case, study flexible configuration of quantization method and quantization resolution that enables the network to
                  1) Adapt to different AI/ML models and channel environments/scenarios
                  2) Control the feedback payload size. 

Proposal 9: For AI/ML based CSI compression sub-use case, study the specification impact of adaptable CSI feedback payload size that enables the UE to adapt to available size of uplink resources.
FFS: whether priority and CSI dropping rules have to be introduced. 

Proposal 10: For AI/ML based CSI compression sub-use case, study methods to configure and apply codebook subset restriction (CBSR) including:
· Whether the legacy SD basis vectors based  restriction applies 
· How to apply CBSR for when Output-CSI-UE is  in 1) spatial-frequency domain 2) angle-delay domain
· Whether soft amplitude restriction is possible

Proposal 11: For Type 3 training collaboration, study performance impact of training/testing an encoder with a reference decoder.

Proposal 12: For AI/ML based CSI compression sub-use case, study and verify model update of the encoder at the UE, where the gNB’s training strategy is not disclosed while transferring/configuring the AE.

Proposal 13: In CSI compression using two-sided model, adopt Option 1a: CQI is calculated based on target CSI with realistic channel measurement.
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