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1 Introduction
In RAN#101, it was agreed that RAN1 study on other aspects on AI/ML for CSI feedback enhancement will be extend for another quarter (Q4). In this contribution, we continue to provide our views on potential specification impact of CSI compression using two-sided model and CSI prediction using one-sided model.
2 Discussion on CSI compression
2.1 [bookmark: OLE_LINK52]Training collaboration
[bookmark: OLE_LINK55][bookmark: OLE_LINK56][bookmark: OLE_LINK71][bookmark: OLE_LINK61][bookmark: OLE_LINK62][bookmark: OLE_LINK57][bookmark: OLE_LINK58][bookmark: OLE_LINK59][bookmark: OLE_LINK60]In order to facilitate the discussion about pros/cons of different training collaboration types, in previous meetings, a dedicated table was created to facilitate the discussion of sub-types within training collaboration type 1, whereas training collaboration type 2 and training collaboration type 3 were consolidated into a single table, introducing a new sequential Type 2. According to the agreement in RAN1#114 [1], training collaboration type 1 was further subdivided into two sub-types based on whether the model structure is known to the other side.
	[bookmark: OLE_LINK67][bookmark: OLE_LINK68]Agreement 
· Type 2 Joint training of the two-sided model at network side and UE side, respectively.
· Note: Joint training includes both simultaneous training and sequential training, in which the pros and cons could be discussed separately
· Note: Sequential training includes starting with UE side training, or starting with NW side training

Agreement
In CSI compression using two-sided model use case, for discussion of training collaboration type 1, 
· Create separate table with separate columns for both known model structure, and unknown model structure separately for NW-sided and UE-sided, respectively.

Agreement
· In CSI compression using two-sided model use case, do not capture the column “Type 1 training at UE/NW/ neutral site with 3GPP transparent model delivery to UE and NW respectively” in the table that summarizes training collaboration Types 1.
· Note: both collaboration level y and z are considered for pros and cons of training types

· In CSI compression using two-sided model use case, the following table capture the pros/cons of training collaboration type 1:  
	   Training types



Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW









Note: capture unknown model structure with sequential retraining in the unknown model structure at UE/NW column as a note whenever needed. 


[bookmark: OLE_LINK80][bookmark: OLE_LINK81]According to the discussion of RAN1#114 [2], the following proposed observations were captured for pros/cons of training collaboration type 2 and type 3, and sub-types of training collaboration type 1.
	Proposed observation 2-1-1 (v1)  
In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 2 and type 3:  

		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential 
NW first (note 1)
	NW first
	 UE first

	Whether model can be kept proprietary 
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)

	Whether require privacy-sensitive dataset sharing
	No (Note 3)
	No (Note3)
	No (Note 3)
	No (Note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Difficult 
	
Semi-flexible. Less flexible compared to type 3
	Semi flexible 
	Semi flexible 
if assistance information is supported.
Not flexible otherwise 

	Whether gNB/device specific optimization is allowed
	Yes
	
Yes
	Yes
	Yes

	Model update flexibility after deployment (note 4)
	Not flexible

	
Semi-flexible. Less flexible compared to type 3
	Semi-flexible 

	Semi-flexible. 


	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	
Feasbile
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model over different UE vendors for a CSI report configuration 
	Yes. Performance loss refers to 9.2.2.1 observations
	Yes. Performance loss refers to 9.2.2.1 observations
 
	Yes. Performance loss refers to 9.2.2.1 observations
 
	Yes. 
Performance loss refers to 9.2.2.1 observations

	Whether UE device can maintain/store a single/unified model over different NW vendors for a CSI report configuration 
	Yes. Performance loss refers to 9.2.2.1 observations 
	
Yes. Performance loss refers to 9.2.2.1 observations

	Yes per camped cell. 
Generalization over multiple NW, performance loss refers to 9.2.2.1 observations
	Yes (Note 5).
Performance loss refers to 9.2.2.1 observations

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	

Support 
	Support
	Not support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	

Not Support
	Not support
	Support

	Whether training data distribution can match the inference device
	More limited

	No consensus 

	Limited

	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations



In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 1:
	[bookmark: OLE_LINK88][bookmark: OLE_LINK89]	      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary 
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (note 2)
	No (note 2)
	No (note 2)
	No (note 2)

	Flexibility to support cell/site/scenario/configuration specific model
	Flexible for NW defined scenario.
No otherwise 
 
	Flexible for NW defined scenario. No otherwise
	Semi-flexible, if assistance information is supported.
No otherwise. 
	Yes, if assistance information is supported.
No otherwise


	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	
Yes
	gNB: No
UE: Yes

	Yes

	Model update flexibility after deployment 
	Flexible 
	 
Flexible 
	Flexible
less flexible than Type 1 NW side
	 Flexible
less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	
No consensus
	
No consensus 
	 No consensus
	No consensus

	Whether gNB can maintain/store a single/unified model over different UE vendors for a CSI report configuration
	Yes
	

Yes
	No
	No 

	Whether UE device can maintain/store a single/unified model over different NW vendors for a CSI report configuration 
	 No

	 

No
	Yes
	Yes

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	
Yes

	
Yes

	
No

	
No


	Extendibility: To train new NW-side model compatible with UE-side model in use
	

No

	

No

	

Yes

	

Yes


	Whether training data distribution can match the inference device
	
Limited
	
Limited
	
Yes
	
Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	
No
	
Yes 
	
Yes
	
Yes

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations



Note 1: Type 2 Sequential training assumes NW-first training, since Type 2 Sequential UE-first training would have similar pros/cons as Type 3 UE-first training 
Note 2: Assume information on model structure disclosed in training collaboration does not reveal proprietary information. 
Note 3: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  


[bookmark: OLE_LINK86][bookmark: OLE_LINK87]
For training collaboration type 2 and type 3:
· Extendibility: To train new UE-side model compatible with NW-side model in use
To our understanding, in case of Type 3 UE first, UE lacks the relevant information about the NW-side model, making it exceedingly challenging to train a UE-side model. Therefore, we agree with ‘Not support’.
· Whether training data distribution can match the inference device
Generally speaking, for Type 2 and Type 3 NW first, NW may collect data from multiple UEs including the inference device to construct a mixed training dataset to train a generalized model. To our understanding, the training data distribution can match the inference device due to the inclusion of the data of the inference device. If it doesn’t match, we hold a degree skepticism regarding the trained generalized model’s performance on the inference device.
[bookmark: OLE_LINK136][bookmark: OLE_LINK137]Proposal 1:	Update the table that summarizes the characteristics for training collaboration type 2 and type 3 as below.
		      Training types

Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential
NW first (note 1)
	NW first
	UE first

	Whether model can be kept proprietary 
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)

	Whether require privacy-sensitive dataset sharing
	No (Note 3)
	No (Note3)
	No (Note 3)
	No (Note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Difficult 
	
Semi-flexible. Less flexible compared to type 3
	Semi flexible 
	Semi flexible 
if assistance information is supported.
Not flexible otherwise 

	Whether gNB/device specific optimization is allowed
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment (note 4)
	Not flexible
	Semi-flexible. Less flexible compared to type 3
	Semi-flexible 
	Semi-flexible. 

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	Feasible
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model over different UE vendors for a CSI report configuration 
	Yes. Performance loss refers to 9.2.2.1 observations
	Yes. Performance loss refers to 9.2.2.1 observations
	Yes. Performance loss refers to 9.2.2.1 observations
 
	Yes. 
Performance loss refers to 9.2.2.1 observations

	Whether UE device can maintain/store a single/unified model over different NW vendors for a CSI report configuration 
	Yes. Performance loss refers to 9.2.2.1 observations 
	Yes. Performance loss refers to 9.2.2.1 observations

	Yes per camped cell. 
Generalization over multiple NW, performance loss refers to 9.2.2.1 observations
	Yes (Note 5).
Performance loss refers to 9.2.2.1 observations

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	Support 
	Support
	Not support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	Not Support
	Not support
	Support

	Whether training data distribution can match the inference device
	Yes
	Yes
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations



For sub-types of training collaboration type 1:
· Feasibility of allowing UE side and NW side to develop/update models separately
[bookmark: OLE_LINK95][bookmark: OLE_LINK96][bookmark: OLE_LINK104][bookmark: OLE_LINK105][bookmark: OLE_LINK101][bookmark: OLE_LINK102]For Type 1 NW side, developing or updating the NW-side model on the NW side is not an issue. However, the UE side faces difficulties in developing or updating its own model independently, primarily because matching the independently developed or updated UE-side model with the developed or updated NW-side model is challenging, even when the model structure is known. Similarly, for Type 1 UE side, the UE side can independently develop/update its own model, while it is challenging for the NW side to develop/update its model.
· Whether training data distribution can match the inference device
As mentioned above, for Type 1 NW side, NW may collect data from multiple UEs including the inference device to construct a mixed training dataset to train a generalized model. To our understanding, the training data distribution can match the inference device due to the inclusion of the data of the inference device. If it doesn’t match, we hold a degree skepticism regarding the trained generalized model’s performance on the inference device. Therefore, we are inclined towards ‘Yes’.
Proposal 2:	Update the table that summarizes the characteristics for training collaboration type 1 as below.
		     Training types

Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary 
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (note 2)
	No (note 2)
	No (note 2)
	No (note 2)

	Flexibility to support cell/site/scenario/configuration specific model
	Flexible for NW defined scenario.
No otherwise 
 
	Flexible for NW defined scenario. No otherwise
	Semi-flexible, if assistance information is supported.
No otherwise. 
	Yes, if assistance information is supported.
No otherwise


	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	Yes
	gNB: No
UE: Yes

	Yes

	Model update flexibility after deployment 
	Flexible 
	 Flexible 
	Flexible
less flexible than Type 1 NW side
	 Flexible
less flexible than Type 1 NW side

	[bookmark: OLE_LINK90]Feasibility of allowing UE side and NW side to develop/update models separately
	[bookmark: OLE_LINK99][bookmark: OLE_LINK100]NW side: Feasible
UE side:
Infeasible
	NW side: Feasible
UE side:
Infeasible
	NW side: Infeasible
UE side:
Feasible
	NW side: Infeasible
UE side:
Feasible

	Whether gNB can maintain/store a single/unified model over different UE vendors for a CSI report configuration
	Yes
	Yes
	No
	No 

	Whether UE device can maintain/store a single/unified model over different NW vendors for a CSI report configuration 
	 No
	 No
	Yes
	Yes

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Yes
	Yes
	No
	No

	[bookmark: OLE_LINK94]Extendibility: To train new NW-side model compatible with UE-side model in use
	No
	No
	Yes
	Yes

	[bookmark: OLE_LINK93]Whether training data distribution can match the inference device
	Yes
	Yes
	Yes
	Yes

	[bookmark: OLE_LINK91][bookmark: OLE_LINK92]Software/hardware compatibility (Whether device capability can be considered for model development)
	No
	Yes 
	Yes
	Yes

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations



2.2 Model monitoring
	[bookmark: OLE_LINK110][bookmark: OLE_LINK112][bookmark: OLE_LINK259][bookmark: OLE_LINK260][bookmark: OLE_LINK134][bookmark: OLE_LINK155][bookmark: OLE_LINK124][bookmark: OLE_LINK125]Proposal 2-4-1:  

In CSI compression using two-sided model use case, network may configure a threshold criterion to facilitate UE to perform model monitoring including at least:

· Types of the threshold criterion, e.g., eventual KPI (e.g., ACK/NACK ratio, throughput, RSRP, etc.) and/or intermediate KPI (e.g., SGCS, NMSE, etc.).
· Threshold value of each criterion. 
· UE report based on the criterion and threshold. 


[bookmark: OLE_LINK30][bookmark: OLE_LINK31]In RAN1#114 [2], the above proposal was captured by FL. For UE-side model monitoring, the performance metric is computed by UE, while the decision is still required to be executed by NW. This necessitates the UE to report the calculated performance metric. However, it is evident that directly reporting performance metrics similar to SGCS (e.g., 0.92, 0.68) poses challenges. Hence, it becomes necessary for us to explore methods for reporting performance metrics. This could involve the technique transforming them into a certain state based on specific criterion or threshold.
[bookmark: OLE_LINK178][bookmark: OLE_LINK179][bookmark: OLE_LINK135]Proposal 3: The following proposal should be agreed.
In CSI compression using two-sided model use case, network may configure a threshold criterion to facilitate UE to perform model monitoring including at least:

· Types of the threshold criterion, e.g., eventual KPI (e.g., ACK/NACK ratio, throughput, RSRP, etc.) and/or intermediate KPI (e.g., SGCS, NMSE, etc.).
· Threshold value of each criterion. 
UE report based on the criterion and threshold.
[bookmark: OLE_LINK161][bookmark: OLE_LINK162]In RAN1#110bis [3], an agreement was reached to study potential specification impact related to co-existence between AI/ML-based CSI feedback and non-AI/ML-based CSI feedback (i.e., legacy CSI feedback). In subsequent RAN1#112bis [4], specifically for NW-side monitoring, further consensus was achieved on studying the association between AI/ML-based CSI feedback and non-AI/ML-based CSI feedback.
	Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.
Agreement
In CSI compression using two-sided model use case, for NW-side monitoring, further study the necessity, feasibility and potential specification impact to enable performance monitoring using an existing CSI feedback scheme as the reference.
· The association between AI/ML scheme and existing CSI feedback scheme for monitoring
· Note: The metric for monitoring and comparison includes intermediate KPI and eventual KPI.
· Other aspects are not precluded.


[bookmark: OLE_LINK164]From our standpoint, AI/ML-based CSI report and non-AI/ML-based CSI report should correspond to respective CSI Report-Config, while the corresponding channel measurement resources appear to remain consistent. A straightforward approach entails NW triggering both an AI/ML-based CSI report and a non-AI/ML-based CSI report process simultaneously, e.g., based on a trigger state. This not only facilitates model monitoring using an existing CSI feedback scheme, but also facilitates the dynamic switching between AI/ML-based CSI feedback and non-AI/ML CSI feedback within the context of their co-existence.
Proposal 4: Study to trigger both an AI/ML-based CSI report and a non-AI/ML-based CSI report simultaneously.
[bookmark: OLE_LINK130][bookmark: OLE_LINK131]For CSI acquisition, UE engages in rank adaptation based on NW's configured rank(s) to identify the optimal RI. For both rank-common model and rank-specific model, different ranks may lead to varying inference performances due to the fluctuating environmental factors. For instance, at a specific moment, the AI/ML model might exhibit superior performance (e.g., higher SGCS) when the RI is set to 1, while the performance diminishes (e.g., lower SGCS) when the RI is greater than 1. Consequently, when monitoring a single model, model monitoring (e.g., the calculation of performance metrics) should take into account different ranks. This practice aids NW in configuring allowable ranks (e.g., RI-Restriction).
[bookmark: OLE_LINK240][bookmark: OLE_LINK241]Proposal 5: Model monitoring (e.g., calculation of performance metrics) should take into account different ranks.
2.3 Model inference
	[bookmark: OLE_LINK8][bookmark: OLE_LINK9]Agreement
The study of AI/ML based CSI compression should be based on the legacy CSI feedback signaling framework. Further study potential specification enhancement on 
· CSI-RS configurations (No discussion on CSI-RS pattern design enhancements)
· CSI reporting configurations 
· CSI report UCI mapping/priority/omission
· CSI processing procedures.   
· Other aspects are not precluded. 


[bookmark: OLE_LINK170][bookmark: OLE_LINK168][bookmark: OLE_LINK169]From our perspective, the existing priority rule solely address non-AI/ML-based CSI report vs. non-AI/ML-based CSI report. The introduction of AI/ML-based CSI report necessitates the study of conflicts between AI/ML-based CSI report and non-AI/ML-based CSI report (i.e., AI/ML-based CSI report vs. non-AI/ML-based CSI report). Moreover, considering that AI/ML-based CSI report may serve diverse purposes (such as various LCM processes), the potential for conflicts among multiple AI/ML-based CSI reports must also be acknowledged. Thus, collisions between AI/ML-based CSI reports (i.e., AI/ML-based CSI report vs. AI/ML-based CSI report) need to be taken into account.
[bookmark: OLE_LINK176][bookmark: OLE_LINK177]Proposal 6: The priority rule for AI/ML-based CSI report should address the following:
· AI/ML-based CSI report vs. non-AI/ML-based CSI report
· AI/ML-based CSI report vs. AI/ML-based CSI report
	[bookmark: OLE_LINK114][bookmark: OLE_LINK115][bookmark: OLE_LINK118]Proposal 2-3-3 (v1)
In CSI compression using two-sided model use case, at least the following methods have been identified to support the priority rule regarding CSI collision handling and CSI omission: 
· Layer based priority rule for layer specific and layer common model. 


For CSI omission, the above proposal was captured in RAN1#114 [2]. As well-known, when the uplink resources are insufficient to transmit an entire CSI report, it becomes necessary to omit portions of the CSI through efficient means. ‘Layer based priority rule’ is similar to the existing omission rule for non-AI/ML-based CSI report, involving omission of compressed bits corresponding to an entire layer based on the layer based priority rule, i.e., layer-level omission, this seems like a relatively straightforward approach. However, this method inevitably leads to the complete loss of information for an entire layer, appearing somewhat hasty. ‘CSI payload reduction’ appears to be a novel technique tailor-made for AI/ML-based CSI report, offering the potential for bit-level omission. It effectively circumvents the issues that ‘Layer based priority rule’ might entail. Moreover, if acceptable performance can be achieved after CSI puncturing, this avenue holds significant promise. We have noted that Proposal 2-3-2(v1) as below captured in RAN1#113 [5] aligns more closely with this point. Therefore, from our point of view, Proposal 2-3-2(v1) in RAN1#113 should be agreed.
	[bookmark: OLE_LINK121][bookmark: OLE_LINK122]Proposal 2-3-2(v1): 
In CSI compression using two-sided model use case, further study at least the following methods to support the priority rule regarding CSI collision handling and CSI omission: 
· [bookmark: OLE_LINK29][bookmark: OLE_LINK26][bookmark: OLE_LINK25]Layer based priority rule or CSI payload reduction for a layer for layer specific and layer common model. 
· CSI payload reduction for a layer may include different quantization method/granularity, different size of latent space, or CSI puncturing.


[bookmark: OLE_LINK32][bookmark: OLE_LINK175][bookmark: OLE_LINK133]Proposal 7: Regarding CSI omission, the following proposal should be agreed.
In CSI compression using two-sided model use case, further study at least the following methods to support the priority rule regarding CSI omission: 
· Layer based priority rule or CSI payload reduction for a layer for layer specific and layer common model.
· CSI payload reduction for a layer may include different quantization method/granularity, different size of latent space, or CSI puncturing.
3 [bookmark: _Hlk101866643][bookmark: OLE_LINK14][bookmark: OLE_LINK64][bookmark: OLE_LINK65][bookmark: OLE_LINK108][bookmark: OLE_LINK109]Discussion on time domain CSI prediction 
3.1 [bookmark: _Hlk101861291][bookmark: OLE_LINK23][bookmark: OLE_LINK24][bookmark: OLE_LINK107][bookmark: OLE_LINK264][bookmark: OLE_LINK265]Data collection and model inference
	Agreement
In CSI prediction using UE-side model use case, whether to address the potential spec impact of CSI prediction depends on RAN#100 final conclusion, focusing on the following
· data collection procedure, mainly including RS configuration, measurement and report configuration, reusing as much as possible what is defined for UE side use cases
· monitoring procedure and metric for AI-based CSI prediction.
· Model/functionality selection/switching and finetuning procedure.
· Note: Discussion on potential specification impact is limited to aspects which would NOT duplicate the work in Rel-18 MIMO WI.
· Note: Minimize LCM related potential specification impact discussion that follow the high-level principle of other one-sided model sub-cases.

Observation
In CSI prediction using UE sided model use case, at least the following aspects have been proposed by companies on data collection, including: 
· Signaling and procedures for the data collection 
· data collection indicated by NW 
· Requested from UE for data collection 
· CSI-RS configuration 
· Assistance information for categorizing the data, if needed
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.


To ensure the real-time performance of CSI, especially in some scenarios of high speed movement (e.g., HST, freeway), gNB can trigger a P/SP CSI reporting, and UE needs to perform CSI measurement and reporting frequently. Based on time domain CSI prediction, it becomes a reality to use the historical CSIs to predict the future CSI(s), which will greatly save overhead of CSI measurement and reporting. Specifically, the CSIs measured in multiple historical time instances are be used to predict the CSI(s) in one or more future time instance(s). And the time interval between the historical or future time instances is generally is the same. It means that, for a triggered P/SP CSI report, UE only needs to receive the CSI-RSs transmitted in partial time instances and measure the CSIs. And for the future time instance(s) corresponding to the predicted CSI(s), UE does not need to receive the CSI-RS(s) or (and) perform CSI reporting. For this purpose, gNB can release or deactivate the P/SP CSI report. However, due to acquiring CSI may be a long-term, continuous and periodic behavior, gNB needs to configure/release or activate/deactivate the same CSI report frequently. Obviously, it will lead to huge and unnecessary overhead of signaling (e.g., RRC, MAC CE). Therefore, for reduction of unnecessary signaling overhead, we should study the mechanism of discontinuous P/SP CSI report.
Proposal 8: Study discontinuous periodic or semi-persistent CSI report.
In order to improve accuracy and allow fast adaptation to changing channel conditions, a relatively small CSI reporting periodicity is needed (resulting in an increased CSI reporting frequency), which may lead to increased signaling overhead and increased power consumption. A relatively frequent periodic CSI feedback from the UE to the scheduler may need CSI reporting in every few transmission time intervals (TTIs), even though there may be little (or no) variation in the CSI during certain periods. In other words, there may be periods when the same or a similar CQI values are reported at relatively short intervals. In case of aperiodic CSI feedback, more frequent feedback would require more frequent DCI transmissions from the gNB to the UE. Thus, the current CSI feedback mechanism is not ideal. With the introduction of AI/ML, it is desirable that the CSI feedback timing may autonomously adapt to traffic arrival rate and channel condition.
[bookmark: OLE_LINK43]A UE may experience periodic or repetitive/repeatable CSI variation, for example, a moving object (mechanical arm or a vehicle with fixed route) in a controlled environment such as in the setting of factory automation. The fixed trajectory of the UE makes it possible to perform time-domain UE-side CSI prediction reliably. For example, UE may predict the points of variation based on some historical information. As discussed in 9.2.2.1 ‘Evaluation on AI/ML for CSI feedback enhancement’, UE can predict CSI information (e.g., raw channel, eigenvector) corresponding to future time instance(s). UE can then derive the time domain points of variation based on this output from the AI/ML model. 
As shown in the figure below, UE can obtain CSI variation points (i.e., a future time instance with significant changes in CSI information) based on the predicted CSI information corresponding to future time instances. Actually, the CSI variation point can be regarded as a CSI update point. Multiple CSI update points can be represented as a set of CSI update time or location by UE. Only at the CSI update time or location is it necessary for UE to report the predicted CSI information. Furthermore, the CSI feedback rate may also be influenced by the CSI variation points.
[image: ]
Figure 1 CSI predication and reporting
[bookmark: _Hlk134708812][bookmark: OLE_LINK111]The adjustment of CSI feedback rate or CSI reporting pattern can be based on the derived CSI variation points and corresponding CSI update time/location. This method of CSI data collection and reporting configuration has the advantage of reduced complexity and improved accuracy and can be supported for UE-side time-domain CSI prediction.
[bookmark: OLE_LINK173][bookmark: OLE_LINK174]Observation 1: Regarding CSI prediction using UE-side model, only at the future time instance where CSI information significantly changes (i.e., CSI variation point), reporting the corresponding predicted CSI information is necessary.
Proposal 9: Study potential specification impact of CSI reporting/feedback based on the CSI variation point.
[bookmark: OLE_LINK159][bookmark: OLE_LINK160][bookmark: OLE_LINK163][bookmark: OLE_LINK256][bookmark: _Hlk101800229][bookmark: OLE_LINK284][bookmark: OLE_LINK285]To support UE-side time-domain CSI prediction based on the points of CSI variation, a set of CSI reporting points may be calculated by the UE based on time or location. A timing set or location set may be collected by each UE or UE group following the initial training: 
Timing set {t0, t1,t2,t3,t4,…tn} where CSI feedback time tn is configurable within a longer validity duration, instead of fixed CSI reporting periodicity.
Location set {p0, p1, p2, p3, p4,…pn} or Distance set {d0, d1, d2, d3, d4, …dn} where CSI feedback is based on UE’s location Pn or distance dn travelled within a duration, replacing reporting based on timing interval. Significant location represents where there is a significant change in channel condition. 
UE may need to update the Time/Location/Distance set following model training. UE knows its own location/distance travelled or when it reaches certain position for CSI reporting update.
In many cases, a combined time and location/distance set, where certain area has certain timing set, can be applicable.  
For the CSI timing set, a UE can be provided with a periodic CSI reporting pattern for CSI reporting, such as csi-reportingPattern. Each bit of the pattern corresponds to a normal CSI reporting with a value of ‘0’ or a value of ‘1’ indicating, respectively, the skipping of CSI reporting or the normal CSI feedback during the validity duration of the CSI reporting pattern. 
For the CSI location/distance set, a UE can be provided with a CSI reporting positioning pattern for CSI reporting, such as csi-reportingPosition. Each bit of the pattern corresponds to a pre-configured significant location/distance, with a value of ‘0’ or a value of ‘1’ indicating, respectively, ‘No change’ or ‘Update’ of csi-reportingPattern/CSI periodicity.
The time/position/distance may be reset to ‘0’ or the starting point after a configurable time duration, number of positions or length of distance, and CSI feedback may be skipped if no traffic is expected.
[bookmark: _Hlk101294943]Upon reaching a significant point of variation (determined by time, location or distance), the CSI Feedback pattern may be updated autonomously based on a trained/configured/reconfigurable Location/Distance Set Index and Timing Set Index mapping table as shown in Table 1.

Table 1 Location/Timing set mapping table
	Location/Distance Set Index
	Timing Set Index

	posInd1
	CSI Timing Set a

	posInd2
	CSI Timing Set b

	posInd3
	CSI Timing Set c

	posInd4
	CSI Timing Set d

	…
	…



The CSI reporting periodicity may also be updated autonomously. Upon reaching a significant point of variation (determined by time, location or distance), the CSI reporting periodicity may be updated autonomously based on a trained/configured/reconfigurable CSI-Periodicity and Location/Distance Set mapping table as shown in Table 2:

Table 2 Location/CSI periodicity table
	CSI periodicity
	Location/Distance Set

	2ms
	p0, …, pm; d0, …, dm

	5ms
	pm+1…, pn; dm+1,…,dn

	8ms
	pn+1,…, ps; dn+1, …,ds

	10ms
	ps+1, …, pt; ds+1,…,dt

	…
	…


Proposal 10: Support the location/CSI report timing set mapping table in CSI reporting configuration.
Proposal 11: Support the location/CSI periodicity mapping table in CSI reporting configuration.
4 Conclusion
[bookmark: _Hlk101889792]In this contribution, we provided our views on the finalization of representative sub use cases and potential specification impact for CSI feedback enhancements. Specifically, we have the following observations and proposals:
For CSI compression:
Proposal 1:	Update the table that summarizes the characteristics for training collaboration type 2 and type 3 as below.
		      Training types

Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential
NW first (note 1)
	NW first
	UE first

	Whether model can be kept proprietary 
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)

	Whether require privacy-sensitive dataset sharing
	No (Note 3)
	No (Note3)
	No (Note 3)
	No (Note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Difficult 
	
Semi-flexible. Less flexible compared to type 3
	Semi flexible 
	Semi flexible 
if assistance information is supported.
Not flexible otherwise 

	Whether gNB/device specific optimization is allowed
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment (note 4)
	Not flexible
	Semi-flexible. Less flexible compared to type 3
	Semi-flexible 
	Semi-flexible. 

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	Feasible
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model over different UE vendors for a CSI report configuration 
	Yes. Performance loss refers to 9.2.2.1 observations
	Yes. Performance loss refers to 9.2.2.1 observations
	Yes. Performance loss refers to 9.2.2.1 observations
 
	Yes. 
Performance loss refers to 9.2.2.1 observations

	Whether UE device can maintain/store a single/unified model over different NW vendors for a CSI report configuration 
	Yes. Performance loss refers to 9.2.2.1 observations 
	Yes. Performance loss refers to 9.2.2.1 observations

	Yes per camped cell. 
Generalization over multiple NW, performance loss refers to 9.2.2.1 observations
	Yes (Note 5).
Performance loss refers to 9.2.2.1 observations

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Not support
	Support 
	Support
	Not support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support 
	Not Support
	Not support
	Support

	Whether training data distribution can match the inference device
	Yes
	Yes
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations


Proposal 2:	Update the table that summarizes the characteristics for training collaboration type 1 as below.
		     Training types

Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary 
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (note 2)
	No (note 2)
	No (note 2)
	No (note 2)

	Flexibility to support cell/site/scenario/configuration specific model
	Flexible for NW defined scenario.
No otherwise 
 
	Flexible for NW defined scenario. No otherwise
	Semi-flexible, if assistance information is supported.
No otherwise. 
	Yes, if assistance information is supported.
No otherwise


	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	Yes
	gNB: No
UE: Yes

	Yes

	Model update flexibility after deployment 
	Flexible 
	 Flexible 
	Flexible
less flexible than Type 1 NW side
	 Flexible
less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	NW side: Feasible
UE side:
Infeasible
	NW side: Feasible
UE side:
Infeasible
	NW side: Infeasible
UE side:
Feasible
	NW side: Infeasible
UE side:
[bookmark: _GoBack]Feasible

	Whether gNB can maintain/store a single/unified model over different UE vendors for a CSI report configuration
	Yes
	Yes
	No
	No 

	Whether UE device can maintain/store a single/unified model over different NW vendors for a CSI report configuration 
	 No
	 No
	Yes
	Yes

	Extendibility: to train new UE-side model compatible with NW-side model in use; 
	Yes
	Yes
	No
	No

	Extendibility: To train new NW-side model compatible with UE-side model in use
	No
	No
	Yes
	Yes

	Whether training data distribution can match the inference device
	Yes
	Yes
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	No
	Yes 
	Yes
	Yes

	Model performance based on evaluation in 9.2.2.1
	Performance  refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance  refers to 9.2.2.1 observations


Proposal 3: The following proposal should be agreed.
In CSI compression using two-sided model use case, network may configure a threshold criterion to facilitate UE to perform model monitoring including at least:

· Types of the threshold criterion, e.g., eventual KPI (e.g., ACK/NACK ratio, throughput, RSRP, etc.) and/or intermediate KPI (e.g., SGCS, NMSE, etc.).
· Threshold value of each criterion. 
UE report based on the criterion and threshold.
Proposal 4: Study to trigger both an AI/ML-based CSI report and a non-AI/ML-based CSI report simultaneously.
Proposal 5: Model monitoring (e.g., calculation of performance metrics) should take into account different ranks.
Proposal 6: The priority rule for AI/ML-based CSI report should address the following:
· AI/ML-based CSI report vs. non-AI/ML-based CSI report
· AI/ML-based CSI report vs. AI/ML-based CSI report
Proposal 7: Regarding CSI omission, the following proposal should be agreed.
In CSI compression using two-sided model use case, further study at least the following methods to support the priority rule regarding CSI omission: 
· Layer based priority rule or CSI payload reduction for a layer for layer specific and layer common model.
· CSI payload reduction for a layer may include different quantization method/granularity, different size of latent space, or CSI puncturing.
[bookmark: OLE_LINK129][bookmark: OLE_LINK132]
For time domain CSI prediction:
Proposal 8: Study discontinuous periodic or semi-persistent CSI report.
Observation 1: Regarding CSI prediction using UE-side model, only at the future time instance where CSI information significantly changes (i.e., CSI variation point), reporting the corresponding predicted CSI information is necessary.
Proposal 9: Study potential specification impact of CSI reporting/feedback based on the CSI variation point.
Proposal 10: Support the location/CSI report timing set mapping table in CSI reporting configuration.
Proposal 11: Support the location/CSI periodicity mapping table in CSI reporting configuration.
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