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Introduction
In RANP#101, a decision was made to extend RAN1 study on AI/ML for NR air-interface in 4Q 2023. Remaining issues to be resolved in this period are captured below as indicated in the SR [1]:
	2.1.2	Remaining Open issues
· Complete General Framework (agenda 9.2.1):
· Further discussion and conclusion on functionality-based LCM and model-ID-based LCM, including model identification procedures
· Further discussion and conclusion on model delivery/transfer analysis
· Finalize CSI work (agenda 9.2.2.2):
· Two-sided model training type pro/cons analysis
· Data collection and performance  monitoring for both, one-sided and two-sided models, including ground-truth related and dataset delivery related aspects 
· Inference-related framework, e.g., CSI configuration, payload related aspects, quantization
· Two-sided model pairing mechanism
· Close the loop with RAN2 and RAN4 on any pertinent item:
· Finalize RAN2 LS reply (Part 2)
· Finalize TR: 
· Get notation uniform across use cases. 
· General Framework finalization incl. applicability of some of the agreements made for specific use cases to the general framework. 
· General clean-up, e.g., stating conclusion or lack of conclusion on a number of study areas.
· Conclusions and recommendations




In this contribution, we discuss the remaining issues on AI/ML framework. 

Discussion
Functionality-based and model-based LCM
In RAN1#114 meeting, a FL’s proposal related to general aspect for functionality/model-based LCM was discussed but failed to be agreed. The proposal was to make functionality-based LCM as baseline and model-based LCM as optional. In our view, for further progress of this LCM aspect, it needs to be clarified when model-level LCM is needed and when it is not needed, i.e. functionality-based LCM is sufficient. It is not the matter of ‘applicability’ of each LCM approach, but the matter of ‘essentiality’ of each LCM approach for each use case and application scenario. It is because 3GPP doesn’t typically specify multiple options for a same problem unless specifying both options is proven to be essential. Thus, we propose the following.
Proposal #1: Identify the case(s) when model-level LCM is essential and when it is not essential, i.e. functionality-based LCM is sufficient. Based on the analysis, detailed LCM signaling can be discussed/decided per use case in subsequent WI(s), if supported.
Noting that 5 out of 6 sub-use-cases is based on one-sided model, LCM for UE-sided model can be discussed/decided firstly. For the UE-sided model, the essentiality of model-based LCM is not proven due to the following reasons
· In most cases, NW does not need to know UE AI/ML model but only requires to know UE functionality as 3GPP has been done in decades via UE capability reporting procedure.
· Model-based LCM requires more frequent signaling with larger payload, i.e. whenever model status changes.
· Model-based LCM may induce implementation restriction.
Based on the above analysis, we propose to adopt functionality-based LCM approach for UE-side model as a baseline approach. On top of that, we may further consider model-based LCM approach for some special cases with more focused work scope, e.g. for two-sided model and/or for model transfer scenario.
Proposal #2: For UE-sided models, adopt functionality-based LCM as baseline approach.
For the selected use cases, i.e. BM, CSI, positioning, one of the major specification impacts for the UE-sided model is to introduce some enhanced UE reports, e.g. enhanced beam report based on UE-side SD/TD prediction. In such cases, UE can measure and monitor its model performance, e.g. via based on inference accuracy, input/output distribution, etc. so that the UE can select a proper model for a given channel environment even if the UE implements multiple AI/ML models for the same functionality. For fallback operation, NW can always configure/trigger another UE report based on non-AI/ML operation, e.g. UE can report non-AI/ML based beam(s) as well as AI/ML based predicted beam(s) based on NW configuration. Thus, there is no strong need for NW to control UE implementation on the number of implemented AI/ML models and the currently activated AI/ML model in those cases (regardless of whether ‘model’ refers to logical or physical model). Instead, UE may report updated UE capability, functionality or performance to NW as agreed in RAN1#114. In addition, reporting of reliability or confidence level of the reported information may also be helpful for NW to decide whether or not to use the information.
Proposal #3: For UE-sided models, model selection/activation/deactivation/switching can be decided by the UE and no need to inform NW on the number of AI/ML models and the currently activated AI/ML model among them unless it creates an update of applicable functionality. Thus, reporting of the updated applicable functionality and/or reliability/confidence of the reported values can be helpful for NW to control functionality of the UE. 
On the concept of functionality, functionality is about what and how much UE can do for a sub-use-case. Therefore, the granularity of functionality is the same or similar to feature group(FG) defined in UE capability. In this sense, a functionality can be supported by multiple AI/ML models, where each model may be applicable in different condition. Functionality activation/deactivation can be done via NW configuration as have been done so far, e.g. via configuring and triggering a CSI/beam report with reporting parameters/configuration for CSI/beam prediction. In this regard, enhanced signaling for more dynamic/efficient functionality change will be beneficial, e.g. reporting configuration update based on UE functionality update report.
Proposal #4: Consider dynamic reconfiguration of UCI reporting for the case of functionality switch/update for the same sub-use-case.
On the other hand, for two-sided models, e.g. CSI compression, model-level alignment between NW and UE is necessary. Thus for multiple AI/ML models for the same functionality, UE needs to inform NW on the number of AI/ML models and their characteristic, i.e. meta-data. Either UE or NW can select one model among the multiple models in such case. If UE selects the model, it means that UE would also select NW model since the two models need to be aligned, thus it seems less feasible considering that NW needs to communicate with multiple UEs. Thus, it may be better NW to control UE model in this case.
Proposal #5: For two-sided models, model-based LCM may be needed. 

Model transfer/delivery 
In RAN1#114, the following agreement and observation were made for model transfer/delivery.
	Agreement
· When a model of a known structure at UE (e.g., Case z4) is transferred from NW, the new model being identified (e.g., via Type B2) has the same structure as an previously identified model at the Network and UE
· Note: the need of model transfer will be discussed separately
Observation
· Model transfer/delivery of an unknown structure at UE has more challenges related to feasibility (e.g. UE implementation feasibility) compared to delivery/transfer of a known structure at UE.



For the completeness of this SI, it is better to draw some form of observation/conclusion on various options of model transfer/delivery, i.e. z1~z5. In our view, open-format based model transfer from NW to UE (i.e. z4 and z5) requires specified AI/ML model format in 3GPP which has quite large spec impact. However, feasibility of open-format based model transfer is doubtful since it requires revealing vendor-specific model optimization information to other vendors. In addition, it is unclear how can distinguish model structure and model parameter, e.g. for binary format model. Thus, we propose to capture practical challenges of open-format based model transfer from NW to UE as a form of observation in the TR.
Proposal #6: For model transfer/delivery options, practical challenges on sharing model information to other vendors can be captured as a form of observation in the TR for some model transfer options (e.g. z4, z5).

Conclusion
In this contribution, the following proposals are provided.
Proposal #1: Identify the case(s) when model-level LCM is essential and when it is not essential, i.e. functionality-based LCM is sufficient. Based on the analysis, detailed LCM signaling can be discussed/decided per use case in subsequent WI(s), if supported.
Proposal #2: For UE-sided models, adopt functionality-based LCM as baseline approach.
Proposal #3: For UE-sided models, model selection/activation/deactivation/switching can be decided by the UE and no need to inform NW on the number of AI/ML models and the currently activated AI/ML model among them unless it creates an update of applicable functionality. Thus, reporting of the updated applicable functionality and/or reliability/confidence of the reported values can be helpful for NW to control functionality of the UE. 
Proposal #4: Consider dynamic reconfiguration of UCI reporting for the case of functionality switch/update for the same sub-use-case.
Proposal #5: For two-sided models, model-based LCM may be needed. 
Proposal #6: For model transfer/delivery options, practical challenges on sharing model information to other vendors can be captured as a form of observation in the TR for some model transfer options (e.g. z4, z5).
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