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1. Introduction
[bookmark: _Hlk111120272]In previous RAN1 meetings, evaluation methodology of AI/ML for Channel State Information (CSI) feedback enhancement has been discussed and several agreements of the evaluation methodology have been achieved. In this contribution, we will provide further discussions on the evaluations on AI/ML for CSI feedback enhancement, including evaluation methodology and simulation results. 
2. CSI Compression
Channel State Information (CSI) is a mechanism that a UE measure various radio channel quality and report to the base station. CSI feedback is an effective method for Base Station to utilize CSI. Due to the large number of channels, CSI feecback will aggravate the burden on the UE side. Therefore, relevant details of CSI feedback need to be determined.

In this section, we discuss the evaluation methodology for AI based CSI compression , including AI model and joint training evaluation.

2.1 Evaluation Methodology
2.2 Evaluation for CSI compress 
In this section, evaluations for spatial domain CSI compression will be discussed, including AI/ML model description, evaluation methodology for different training types and evaluation results
2.2.1 AI/ML model description
The CSI generation part including an encoder and a quantizer are deployed at the UE side for CSI compression, while the CSI reconstruction part including a decoder and a de-quantizer are deployed at the Network side for CSI recovery. The quantizer is used to quantize the output of the encoder which is a floating-point vector to fit the bit width for CSI feedback, while the de-quantizer is used to recover the floating-point vector as the input to the decoder. The AI/ML-based CSI feedback is depicted in Figure 1.In Figure 1(b), the decoder on the right is baseline and The decoder on the left is treated as an additional non-designed decoder for the dedicated encoder.
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2.2.2 Evaluation results for joint training
In this section, we revisit several scenarios in 1-on-1 joint training, focusing on the Type 3 sequential training scenario.The following agreements on separate training are provided for reference:
	Agreement
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following evaluation cases for sequential training are considered for multi-vendors
· Case 1 (baseline): Type 3 training between one NW part model and one UE part model
· Note 1: Case 1 can be naturally applied to the NW-first training case where 1 NW part model to M>1 separate UE part models
· Companies to report the dataset used between the NW part model and the UE part model, e.g., whether dataset for training UE part model is the same or a subset of the dataset for training NW part model
· Note 2: Case 1 can be naturally applied to the UE-first training case where 1 UE part model to N>1 separate NW part models
· Companies to report the dataset used between the NW part model and the UE part model, e.g., whether dataset for training NW part model is the same or a subset of the dataset for training UE part model
· Companies to report the AI/ML structures for the combination(s) of UE part model and NW part model, which can be the same or different
· FFS: different quantization methods between NW side and UE side
· Case 2: For UE-first training, Type 3 training between one NW part model and M>1 separate UE part models
· Note: Case 2 can be also applied to the M>1 UE part models to N>1 NW part models
· Companies to report the AI/ML structures for the M>1 UE part models and the NW part model
· Companies to report the dataset used at UE part models, e.g., same or different dataset(s) among M UE part models
· Case 3: For NW-first training, Type 3 training between one UE part model and N>1 separate NW part models
· Note: Case 3 can be also applied to the N>1 NW part models to M>1 UE part models
· Companies to report the AI/ML structures for the UE part model and the N>1 NW part models
· Companies to report the dataset used at NW part models, e.g., same or different dataset(s) among N NW part models
FFS: whether/how to report overhead of dataset



	Agreement
For the evaluation of an example of Type 3 (Separate training at NW side and UE side) with sequential training, companies to report the set of information (e.g., dataset) shared in Step 2
· For NW-first training
· Dataset construction, e.g., the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only, or other information if applicable.
· Quantization behavior, e.g., whether the shared output of the Network side CSI generation part is before or after quantization.
· For UE-first training
· Dataset construction, e.g., the set of information includes the input and label of the UE side CSI reconstruction part, or includes the input of the UE side CSI reconstruction part only, or other information if applicable.
· Quantization behavior, e.g., whether the shared input of the UE side CSI reconstruction part is before or after quantization.



We evaluate the performance of baseline AI model and UE first training. We train a baseline model first with end to end training and joint training. Assume we have a dataset H. In our UE first training experiment, we train a baseline model first and the encoder will be the UE side encoder. Then we provide the NW side some information, which includes the dataset H, the structure of encoder, the parameters of encoder. At the NW-side model training phase, we construc the whole feedback structure and freeze the encoder. Compared with baseline , the performance improves in UE first training. 
	Model
	SGCS

	[bookmark: OLE_LINK1]Baseline Model(end to end)
	0.8617

	Baseline Model(joint training)
	0.8564

	Transformer based decoder Model(end to end)
	0.8841

	Transformer based decoder Model(joint training)
	0.8988


Observation 1: The performance of joint training does not differ significantly from end-to-end training, but the performance variation differs among different models.

Proposal 1: Investigate the performance differences of Feedback enhancement under different encoders and decoders.
2.2.3 Evaluation results for quantization aware/non-aware training
[bookmark: OLE_LINK2]This section provides the evaluation results for different quantization methods of CSI feedback, including quantization aware training and quantization non-aware training. For quantization non-aware training, we pass the codeword directly to the decoder. And for the quantization aware training, we compare the uniform quantization and non uniform quantization. The parameters of non uniform quantization is updated in each training epoch. 

Table 2 shows the simulation results of quantization non-aware training, uniform quantization, non uniform quantization. Obviously, quantization will change the distribution of dataset and introduces a lot of noise compared to no quantization. A good dequantizer needs to be developed. We develop the AI dequantization to solve this problem in non uniform quantization training method.
Table 2. Generalization performances on quantization aware/non-aware training
	
	Training Method

	Feedback bits
	Quantization non-aware training
	Quantization aware training

	
	
	Uniform Quantization
	[bookmark: OLE_LINK3]Non uniform quantization

	384
	0.9888
	0.9398
	0.96

	192
	0.9860
	0.910
	0.915

	96
	0.9844
	0.87
	0.8295


[bookmark: OLE_LINK4]Observation 2: AI dequantization can reduce quantization noise effectively.
Observation 3: Quantization aware training can perform better than Quantization non-aware training.
Proposal 3: Study the AI dequantization in traditional vector quantization or codebook quantization.
3. Conclusion:
Observation 1: The performance of joint training does not differ significantly from end-to-end training, but the performance variation differs among different models.
Observation 2: AI dequantization can reduce quantization noise effectively.
Observation 3: Quantization aware training can perform better than Quantization non-aware training.
Proposal 1: Investigate the performance differences of Feedback enhancement under different encoders and decoders.
Proposal 2: Disclose the quantization method and the dequantization method details.
Proposal 3:Study the AI dequantization in traditional vector quantization or codebook quantization.
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[bookmark: _Ref131537366]Table 1:  Link Level Simulation Assumptions for CSI Compression
	Parameter
	Value

	Duplex, Waveform
	FDD, OFDM

	Multiple access
	OFDMA

	Channel model
	According to TR 38.901

	Carrier Frequency
	3.5 GHz

	Antenna setup and port layouts at gNB
	32 ports: (4,4,2,1,1,1,1), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	4 Rx: (1,2,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ

	Delay Spread 
	30ns 

	UE Speed 
	3km/h  

	Sample Slot Interval
	100

	Subcarrier spacing
	15kHz

	Simulation bandwidth
	10MHz

	Channel estimation
	Ideal
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