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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: _Ref129681832]For CSI feedback enhancement use case, during RAN1#114, companies have reached agreements on the following [1] [2]:
· CSI compression sub use case:
· Simplify the pros and cons comparison table among different options for training Type 1.
· For CSI compression using two-sided model use case, companies agreed on 6 options to define the pairing information that enables the UE to select a CSI generation model(s) to be compatible with the CSI reconstruction model(s) used by the gNB.
· CSI prediction using UE-side model sub use case:
· Company’s views on aspects related to data collection have been noted as an observation. 
· For functionality-based LCM, 3 types of performance monitoring options have been identified by companies. 
For other aspects of AI/ML for CSI feedback enhancement agenda item (originally under 9.2.2.2), there are still significant open issues remained that companies haven’t reached agreements/consensus, at least the following according to [3]:
· Two-sided model training type pro/cons analysis.
· Two-sided model pairing mechanism.
· CSI configuration, payload related aspects.
· Data collection and model monitoring.

For CSI compression using two-sided model sub use case, with many rounds of online and offline discussions in RAN1#114, companies haven’t reach consensus on training type comparisons across various options in each training type. In addition, no agreement was reached regarding what (basic) information should be provided/exchanged between the UE and the NW to enable the model pairing for each of the 6 options proposed by companies.   
In this contribution, we share our view on the topics related to continue the discussion for the pros and cons across different options for each training collaboration type based on the latest status as summarized in [2], and the aspects related to model pairing for the two-sided model.

AI/ML based CSI feedback enhancement: open issues on other aspects 
Analysis of characteristics for training collaboration Type 2 and Type 3
Based on online, offline, and offline-offline discussions in RAN1#114, the latest views summarized by FL [3] for training Type 2 and Type 3 are as follows.
In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 2 and type 3:  
		     Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential
NW first (note 1)
	NW first
	UE first

	Whether model can be kept proprietary
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)

	Whether require privacy-sensitive dataset sharing
	No (Note 3)
	No (Note3)
	No (Note 3)
	No (Note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Difficult
	
Semi-flexible. Less flexible compared to type 3
	Semi flexible
	Semi flexible
if assistance information is supported.
Not flexible otherwise

	Whether gNB/device specific optimization is allowed
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment (note 4)
	Not flexible
	Semi-flexible. Less flexible compared to type 3
	Semi-flexible
	Semi-flexible.

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	Feasible
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model over different UE vendors for a CSI report configuration
	Yes. Performance loss refers to 9.2.2.1 observations
	Yes. Performance loss refers to 9.2.2.1 observations.
	Yes. Performance loss refers to 9.2.2.1 observations.
	Yes.
Performance loss refers to 9.2.2.1 observations.

	Whether UE device can maintain/store a single/unified model over different NW vendors for a CSI report configuration
	Yes. Performance loss refers to 9.2.2.1 observations
	
Yes. Performance loss refers to 9.2.2.1 observations.
	Yes per camped cell.
Generalization over multiple NW, performance loss refers to 9.2.2.1 observations
	Yes (Note 5).
Performance loss refers to 9.2.2.1 observations

	Extendibility: to train new UE-side model compatible with NW-side model in use;
	Not support
	Support
	Support
	Not support

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support
	Not Support
	Not support
	Support

	Whether training data distribution can match the inference device
	More limited
	No consensus
	Limited
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations



From the summary table, it can be noted that many aspects are still no consensus as views from companies are very diverged and some may depend on implementation preference as well.
We provide our views on some of the aspects in Table 2.1-1. However, we would like to point out that some characteristics may be implementation-dependent and as technology evolves/advances, those “feasibility” or “flexibility” related characteristics may likely to evolve/change as well.
Note: text in green indicates change from the base table as summarized in [2].

Table 2.1-1: Characteristics analysis between training Type 2 and Type 3 
		      Training types
Characteristics
	Type 2
	Type 3

	
	Simultaneous
	Sequential
	NW first
	UE first

	Whether model can be kept proprietary
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)
	Yes (note 2)

	Whether require privacy-sensitive dataset sharing
	No (Note 3)
	No (Note3)
	No (Note 3)
	No (Note 3)

	Flexibility to support cell/site/scenario/configuration specific model
	Difficult
	
Semi-flexible. Less flexible compared to type 3
	Semi flexible
	Semi flexible
if assistance information is supported.
Not flexible otherwise

	Whether gNB/device specific optimization is allowed
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment (note 3)
	Not flexible
	Semi-flexible. Less flexible compared to type 3
	Semi-flexible
	Semi-flexible.

	Feasibility of allowing UE side and NW side to develop/update models separately
	Infeasible
	Feasible
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model over different UE vendors [for a CSI report configuration]
	Yes. Performance loss refers to 9.2.2.1 observations
	Yes. Performance loss refers to 9.2.2.1 observations.
	Yes. Performance loss refers to 9.2.2.1 observations.
	Yes.
Performance loss refers to 9.2.2.1 observations.

	Whether UE device can maintain/store a single/unified model over different NW vendors [for a CSI report configuration]
	Yes. Performance loss refers to 9.2.2.1 observations
	Yes. Performance loss refers to 9.2.2.1 observations.
	Yes, per camped cell.
Generalization over multiple NW, performance loss refers to 9.2.2.1 observations
	Yes (Note 5).
Performance loss refers to 9.2.2.1 observations

	Extendibility: to train new UE-side model compatible with NW-side model in use
	Not support
	Support
	Support
	Not Support (if CSI generation part output distribution changes)

	Extendibility: To train new NW-side model compatible with UE-side model in use
	Not support
	Not Support
	Not Support 
	Support

	Whether training data distribution can match the inference device
	More limited
	Limited 
(Note FW3)
	Limited 
(Note FW1)
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Compatible
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations (Note FW2)


Note 2: Assume information on model structure disclosed in training collaboration does not reveal proprietary information. 
Note 3: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note FW1: If inference data distribution changes, NW vendor may need to collect new set(s) of data from the UEs and update the model. 
Note FW2: Based on results submitted by companies as of RAN1#114, NW-side and UE-side model architecture variations tried are still very limited, e.g., with NW-side first training, at most 4 UE-side NN architectures are used (and some are with the same backbones) in the experiments, which may be premature to conclude any observations.
Note FW3: In Type 2 training – sequential, depending on whether the procedure is UE-first or NW-first, the training data distribution may not match the data distribution at the device during inference phase. 
Analysis of characteristics for training collaboration Type 1
For comparison across various options for training Type 1, following table provided by FL that reflects the latest views based on company’s feedbacks during RAN1#114.
In CSI compression using two-sided model use case, the following table captures the pros/cons of training collaboration types 1:
		      Training types
Characteristics
	Type1: NW side
	Type 1: UE side

	
	Unknown model structure at UE
	Known model structure at UE
	Unknown model structure at NW
	Known model structure at NW

	Whether model can be kept proprietary
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (note 2)
	No (note 2)
	No (note 2)
	No (note 2)

	Flexibility to support cell/site/scenario/configuration specific model
	Flexible for NW defined scenario.
No otherwise
	Flexible for NW defined scenario. No otherwise
	Semi-flexible, if assistance information is supported.
No otherwise.
	Yes, if assistance information is supported.
No otherwise

	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	Yes
	gNB: No
UE: Yes
	Yes

	Model update flexibility after deployment
	Flexible
	Flexible
	Flexible
less flexible than Type 1 NW side
	Flexible
less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	No consensus
	No consensus
	No consensus
	No consensus

	Whether gNB can maintain/store a single/unified model over different UE vendors for a CSI report configuration
	Yes
	Yes
	No
	No

	Whether UE device can maintain/store a single/unified model over different NW vendors for a CSI report configuration
	No
	No
	Yes
	Yes

	Extendibility: to train new UE-side model compatible with NW-side model in use;
	
Yes

	
Yes

	
No

	
No


	Extendibility: To train new NW-side model compatible with UE-side model in use
	No

	No

	Yes

	Yes


	Whether training data distribution can match the inference device
	
Limited

	
Limited

	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	No
	Yes
	Yes
	Yes

	Model performance based on evaluation in 9.2.2.1
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations


  
Note 1: Type 2 Sequential training assumes NW-first training, since Type 2 Sequential UE-first training would have similar pros/cons as Type 3 UE-first training. 
Note 2: Assume information on model structure disclosed in training collaboration does not reveal proprietary information. 
Note 3: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  
During RAN1#114, the following training type 1 variation was removed for NW-side model:
· Unknown model structure at UE followed by retraining at UE side.
Even though not explicitly specified, similar attribute applies to UE-side model:
· Unknown model structure at NW followed by retraining at NW side.
There was no discussion regarding whether the above 2 attributes are implicitly considered as part of “Unknown model structure at UE” for NW-side model and as part of “Unknown model structure at NW” for UE-side model. As whether there is retraining at UE or NW side may depend on implementation, our view is to assume retraining at UE side or NW side is not involved to simplify the variations involved in the discussion.
Proposal 1: For CSI compression using two-sided model use case, the pros/cons Table for training collaboration Type 1, assume that the following the variations are NOT involved to simplify the discussion:
· NW side Type 1: unknown model structure at UE followed by retraining at UE side. 
· UE side Type 1: unknown model structure at NW followed by retraining at NW side.
We provide our views for training collaboration Type 1 in Table 2.2-1. However, we would like to point out that some characteristics may be implementation-dependent and as technology evolves/advances, those “feasibility” or “flexibility” related characteristics may likely to evolve/change as well.
Note: Text in green indicates change from the base table as summarized in [2], focusing on those highlighted attributes and our views are based on that retraining at UE side is NOT involved in NW side Type 1 and retraining at NW side is NOT involved in UE side Type 1.

Table 2.2-1: Characteristics analysis for training Type 1
	  Training types

Characteristics
	Type1: NW side
	Type1: UE side

	
	Unknown model structure at UE (device-agnostic)
	Known model structure at UE (device-specific)
	Unknown model structure at NW
(NW-agnostic)
	Known model structure at NW
(NW-specific)

	Whether model can be kept proprietary 
	No
	No
	No
	No

	Whether require privacy-sensitive dataset sharing
	No (Note 1)
	No (Note 1)
	No (Note 1)
	No (Note 1)

	Flexibility to support cell/site/scenario/configuration specific model
	Flexible for NW defined scenario.
No otherwise
(Note FW3)
	Flexible for NW defined scenario. No otherwise.
(Note FW3)
	Semi-flexible, if assistance information is supported.
No otherwise.
(Note FW4)
	Yes, if assistance information is supported.
No otherwise.
(Note FW3)

	Whether gNB/device specific optimization is allowed
	gNB: Yes
UE: No
	Yes
	gNB: No
UE: Yes
	Yes

	Model update flexibility after deployment (note 3)
	Flexible
	Flexible
	Flexible
less flexible than Type 1 NW side
	Flexible
less flexible than Type 1 NW side

	Feasibility of allowing UE side and NW side to develop/update models separately
	No
	No
	No
	No

	Whether gNB can maintain/store a single/unified model over different UE vendors [for a CSI report configuration]
	Yes
	Yes
	No
	No

	Whether UE device can maintain/store a single/unified model over different NW vendors [for a CSI report configuration]
	No
	No
	Yes
	Yes

	Extendibility: to train new UE-side model compatible with NW-side model in use;
	Yes
	Yes
	No
	No

	Extendibility: To train new NW-side model compatible with UE-side model in use
	No
	No
	Yes
	Yes

	Whether training data distribution can match the inference device
	Limited
	Limited 
(Note FW5)
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	No 
(Note FW5)
	Yes
	Yes
	Yes

	Model performance based on evaluation in 9.2.2.1
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations
	Performance refers to 9.2.2.1 observations


Note 1: Assume precoding matrix is not privacy sensitive data. FFS: other information such as channel matrix and assisted information.
Note FW3: Even though it's feasible to support cell/site/scenario/configuration specific model, multiplicity of models adds complexity during training and for deployment scenarios.
Note FW4: For UE-side Type 1 training with unknown structure at NW, as the purpose of this training type is to support NW-agnostic CSI generation part, it may be less flexible to support cell/site/scenario specific optimization.
Note FW5: For NW-side Type 1 training with known structure at UE, feasible if NW vendor negotiates with multiple UE vendors to collect training datasets, otherwise, no.
Observation 1: For CSI compression using two-sided model sub use case, our views on the characteristics analysis for training collaboration Type 2 and Type 3 of the identified aspects are summarized in Table 2.1-1 based on the FL’s summary for RAN1#114 [2].
Observation 2: For CSI compression using two-sided model sub use case, our views on the characteristics analysis for training collaboration Type 1 of the identified aspects are summarized in Table 2.2-1 based on the FL’s summary for RAN1#114 [2].
Discussion on model pairing information for two-sided model
During RAN1#114 meeting, companies have proposed/identified 6 options have been proposed companies to enable UE to select a CSI generation part(s) that is compatible with the CSI reconstruction part used at the gNB as specified below.Observation
[bookmark: _Hlk143911732][bookmark: _Hlk143911811]In CSI compression using two-sided model use case, at least the following options have been proposed by companies to define the pairing information used to enable the UE to select a CSI generation model(s) that is compatible with the CSI reconstruction model(s) used by the gNB: 
· Option 1: The pairing information is in the forms of the CSI reconstruction model ID that NW will use. 
· Option 2: The pairing information is in the forms of the CSI generation model ID that the UE will use. 
· Option 3: The pairing information is in the forms of the paired CSI generation model and CSI reconstruction model ID. 
· Option 4: The pairing information is in the forms of by the dataset ID during type 3 sequential training. 
· Option 5: The pairing information is in the forms of a training session ID to a prior training session (e.g., API) between NW and UE. 
· Option 6: The pairing information is up to UE/NW offline co-engineering alignment, transparent to 3GPP specification. 
· Note: the disclosure of the vendor information during the model pairing procedure and model identification procedure should be considered.
· Note: If each UE side model is compatible with all NW side model, the information is not needed for the UE. 
· Note: Above does not imply there is a need for a central entity for defining/storing/maintaining the IDs.  

In the above options proposed by companies, 3 out of 6 options use model ID(s) to identify/define model pairing information which enables the UE to select proper CSI generation part, which can be considered as part of either functionality or model identification between the NW and UE. In previous meetings, companies have reached the following agreements on using UE capability report as a starting point under agenda item 9.2.1 as described below.In RAN1#112
Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model  


In RAN1#113
Agreement
· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2
  

Based on the above, we assume that model identification procedure has taken place before sharing the pairing information between the UE and the NW/gNB for the purpose of enabling the UE to select a CSI generation model(s) compatible with the CSI reconstruction part used by the gNB.
Among the 6 Options in sharing model paring information, at least 3 options leverage model ID(s). These 3 Options can include the pairing information (e.g., CSI reconstruction model ID, CSI generation model ID, or the paired CSI generation model and CSI reconstruction model ID) in the UE capability as starting point.
Proposal 2: In CSI compression using two-sided model sub use case, among the pairing information options that are in the forms of model ID (Option 1, Option 2, and Option 3) for the UE to select a CSI generation model(s) compatible with the CSI reconstruction model(s) used by the gNB, use UE capability report as starting point.
Discussion on CSI report configuration
For CSI report configuration, in RAN1#113, companies reached agreement to further study the applicability and potential specification impact for CSI configuration and report as described below.In RAN1#113
Agreement
In CSI compression using two-sided model use case, further study the applicability and potential specification impact for CSI configuration and report:  
· For network to indicate CSI reporting related information, gNB can indicate the UE with the one or more of following information: 
· Information indicating CSI payload size
· Information indicating quantization method/granularity.
· Rank restriction
· Other payload related aspects
· For UE determination/reporting of the actual CSI payload size, UE reports related information as configured by the NW  
  


For CSI payload size configuration, depending on the implementation and need, there may exist more than one CSI generation part on the UE side, and each may support generating different CSI feedback size, or one CSI generation part may be capable of generating various pre-identified CSI payload sizes. UE may determine the actual CSI payload size to use when reporting CSI feedback to the NW side. On the NW side, there may also exist one or more CSI reconstruction parts/models which may support accepting various number of CSI feedback sizes as input to the AI/ML model(s). It is preferred to provide more flexibility to support various CSI sizes, however, in some cases, it is also desired to allow NW side to specify some constraints or only allow a defined set of CSI feedback sizes to be used.
Proposal 3: In CSI compression using two-sided model sub use case, study potential specification impact to support NW configuring CSI payload size(s), at least for the following options:
· A set of supported CSI payload sizes 
· The maximum CSI payload size 
· Constraints/restrictions if applicable, e.g., rank restriction
For handling the potential CSI collision issue, the legacy CSI report includes a priority value to be used in the situation when the time occupancy of the physical channels scheduled to carry CSI reports overlap in at least one OFDM symbol and are transmitted on the same carrier. When CSI report is generated based on AI/ML model, i.e., the output of CSI generation part, similar approach as supported in the legacy CSI report may be considered as a starting point. Whether AM/ML-based CSI reporting or legacy implementation-based CSI reporting should have higher priority can be discussed during normative work phase.  
Proposal 4: In CSI compression using two-sided model sub use case, regarding CSI report priority, the legacy approach can be reused in defining the priority of AI/ML based CSI reporting by adding a priority value in each AI/ML-based CSI report (as in the legacy CSI report) as starting point.
 Conclusions
In this contribution, we discussed our view on some high priority remaining issues related to AI/ML-based CSI feedback compression for aspects other than the evaluation methodology and our observations and proposals are as follows.
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Observation 1: For CSI compression using two-sided model sub use case, our views on the characteristics analysis for training collaboration Type 2 and Type 3 of the identified aspects are summarized in Table 2.1-1 based on the FL’s summary for RAN1#114 [2].
Observation 2: For CSI compression using two-sided model sub use case, our views on the characteristics analysis for training collaboration Type 1 of the identified aspects are summarized in Table 2.2-1 based on the FL’s summary for RAN1#114 [2].
Proposal 1: For CSI compression using two-sided model use case, the pros/cons Table for training collaboration Type 1, assume that the following the variations are NOT involved to simplify the discussion:
· NW side Type 1: unknown model structure at UE followed by retraining at UE side. 
· UE side Type 1: unknown model structure at NW followed by retraining at NW side.
Proposal 2: In CSI compression using two-sided model sub use case, among the pairing information options that are in the forms of model ID (Option 1, Option 2, and Option 3) for the UE to select a CSI generation model(s) compatible with the CSI reconstruction model(s) used by the gNB, use UE capability report as starting point.
Proposal 3: In CSI compression using two-sided model sub use case, study potential specification impact to support NW configuring CSI payload size(s), at least for the following options:
· A set of supported CSI payload sizes 
· The maximum CSI payload size 
· Constraints/restrictions if applicable, e.g., rank restriction
Proposal 4: In CSI compression using two-sided model sub use case, regarding CSI report priority, the legacy approach can be reused in defining the priority of AI/ML based CSI reporting by adding a priority value in each AI/ML-based CSI report (as in the legacy CSI report) as starting point.
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