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1. Introduction
In 3GPP RAN1 #112bis-e, some agreements on the evaluation on AI/ML based CSI feedback enhancement have been made as follows [1]. In this contribution, we present our views on various aspects, including the model monitoring methodology and input/output type.  
Conclusion

Agreement
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression, the model monitoring methodology is considered as:
· Step1: Generate test dataset including K test samples
· FFS how to obtain the K test samples
· Step2: For each of K test samples, a bias factor of monitored intermediate KPI () is calculated as a function of , where  is the actual intermediate KPI, and  is the genie-aided intermediate KPI.
· Step3: Calculate the statistical result of the  over K test samples which represents the monitoring accuracy performance.
· Note:  is introduced for the evaluation and comparison purpose; it may not be available in the real network.
· Note: the complexity, overhead and latency of the monitoring scheme are reported by companies. FFS how to evaluate latency.

Agreement
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression, for Step2 of the model monitoring methodology, the per sample  is considered for
· Case 1: NW side monitoring of intermediate KPI, where the monitoring accuracy is evaluated for a given ground-truth CSI format (e.g., quantized ground-truth CSI with 8 bits scalar, R16 eType II-like method, etc.) or SRS measurements, where
·  is calculated with the output CSI at the NW side and the given ground-truth CSI format or SRS measurements.
·  is calculated with output CSI (as for ) and the ground-truth CSI of Float32.
· Note: if Float32 is used for , the monitoring accuracy is 100% if  and  are based on the same CSI sample. 
· Case 2: UE side monitoring of intermediate KPI with a proxy model, where the monitoring accuracy is evaluated for the output of the proxy model at UE:
· Case 2-1: the proxy model is a proxy CSI reconstruction part, and  is calculated based on the inference output of the proxy CSI reconstruction part at UE and the ground-truth CSI.
· Note: if the proxy CSI reconstruction model is the same as the actual CSI reconstruction model at the NW, the monitoring accuracy is 100%
· Case 2-2: the proxy model directly outputs intermediate KPI ()
·  is calculated with the output CSI at the NW side and the same ground-truth CSI.
· FFS how to train the proxy model and the resulting monitoring performance, to be reported by companies.
· FFS whether/how to evaluate the generalization performance of the proxy model.
Case 3: others are not precluded
Agreement
For the AI/ML based CSI compression, for the submission of simulation results to the RAN1#113 meeting, for Table 1. Evaluation results for CSI compression of 1-on-1 joint training without model generalization/scalability, companies are encouraged to take the following assumptions as baseline for the calibration purpose:
· Benchmark: R16 eType II CB; 
· Others can be additionally submitted, e.g., Type I CB.
· Input/Output type: Eigenvectors of the current CSI
· Other can be additionally submitted, e.g., eigenvectors with additional past CSI, eType II-like input, raw channel matrix, etc.
· Ground-truth CSI quantization method: Float32, i.e., without quantization
· Other high resolution CSI quantization methods can be additionally submitted for comparison, e.g., R16 Type II-like method with new parameters, scalar quantization, etc.
· Rank/layer adaptation settings for rank>1: Option 3-1, i.e., layer common and rank common
· Other rank>1 options can be additionally submitted for comparison, e.g., Option 1-1/1-2/2-1/2-2/3-2.
· Quantization method: quantization-aware training (Case 2-1 or Case 2-2)
· Quantization non-aware training can be additionally submitted for comparison
· SQ and/or VQ is up to companies; companies are encouraged to provide results of various cases for comparison.
· Performance metric for intermediate KPI: SGCS
· NMSE can be additionally submitted.
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2. The model monitoring methodology
2.1 Method of obtaining test samples
About the issue that how to obtain the K test samples in step 1 to evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression, we suggest that the acquisition of the dataset should be based on the field data, reasons are as follows:
· Model monitoring is mostly based on the accuracy of the judgement of positive and negative sample labels of a dataset, so it can be summarised as a classification problem with samples never seen before. Therefore, using a sufficiently large number of samples can provide a better classification effect and bring a higher judgement accuracy. A fuller sample space can be obtained from the field data.
· The test results are more in line with the performance of actual deployments through the field data.
Proposal #1: For the method of obtaining test samples for model monitoring, the field data is preferred. 
However, at the same time, due to the difficulty of obtaining field data, it is practically difficult to obtain a large amount of data for testing. Therefore, it is suggested to refer to [2] to introduce Generative Adversarial Networks (GAN), for each type of test data, a corresponding GAN network is trained separately and used to generate a large amount of data of the same type. The generated data can be used to train the model monitoring network as well as to test the monitoring performance. The network structure is shown in Figure 1
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Figure 1. Framework of proposed ChannelGAN
During training phase, ChannelGAN alternately optimizes the generator G and the discriminator D in competition with each other, i.e., iteratively and alternately solving the max and min optimization problems:

	




where the earth-mover distance between the distributions of fake channel  and real channel  is gradually decreased at the same time. When the ChannelGAN arrives convergence with matched  and , the generator G can be regarded as a stable storage of channel model and used to generate the fake channel data to form an extensive training dataset to support related DL-based wireless communication tasks.
The structure of the proposed ChannelGAN is illustrated in Figure 2. In order to better process large-size MIMO channel tensor and extract features, the ChannelGAN uses the dense layer and deep convolutional layer.
[image: ]
Figure 2. Structure of proposed ChannelGAN 
Proposal #2: For the difficulty of obtaining field data for model monitoring, it is suggested that GAN networks can be used to generate the data.

3. Discussion on CSI compression 
3.1 AI/ML model
In this contribution, both the encoder at UE side and decoder at NW side are realized based on CsiNet+ [3]. The complexity with FLOPs and model size with trainable parametersfor the unified Transformer based model are listed in Table 1.
Table 1 FLOPs and trainable parameters
	AI/ML model
	FLOPs
	Trainable parameters

	Encoder
	~0.403M
	~0.28Mbyte

	Decoder
	~18.21M
	~0.49Mbyte

	Total
	~18.61M
	~0.77Mbyte



We use a model named CsiNet+ (as shown in Figure 2). The encoder of CsiNet+ model firstly extracts CSI features via a convolutional layer with two filters, followed by an activation layer. Then, a fully connected (FC) layer with M neurons is adopted to compress the CSI features to a lower dimension. The output of the encoder at the UE in CsiNet+ needs to be converted into bitstream for the transmission (feedback). Therefore, the output of the CsiNet+ encoder should be first quantized.
Once the BS receives a bitstream, dequantization is first used before feeding into the neural networks. After dequantizing the bitstream at the BS, an offset module, which is based on residual learning and consisted of three FC layers, is first used to minimize the quantization distortion.
At the decoder of CsiNet+, the first layer is also an FC layer, and the output vector is reshaped with the same size of the original channel matrix. The above layers produce an initial estimate of the channel matrix. Then, the output is fed into two RefineNet blocks, which are designed to continuously refine the reconstruction and contain three convolutional layers and identity shortcut connections. The last layer of CsiNet+ is a convolutional one with batch normalization (BN) and Sigmoid activation layer, scaling the output to the [0, 1] range.
[image: ]
Figure 3. Illustration of CsiNet+ model for CSI feedback compression
Proposal #3: Companies are encouraged to disclose their utilized dataset(s) and reference model(s)
· FFS: to establish common dataset(s) and/or reference model(s) for performance calibration and drawing final conclusions.
3.2 SGCS gain
In this section, we give some performance evaluation results with 32Tx4Rx antenna configuration. The SGCS for rank 1 on sub-band level for different CSI feedback overhead are provided in Figure 4, where the R16 eType II is used as the comparable baseline. For rank 1, the CSI feedback overhead is (86,114,142,170,198) bit for CsiNet+ and eType II. 
[image: ]
Figure 4. Comparison of SGCS between AI based CSI feedback and R16 eType II baseline (rank 1)
Observed from Figure 4 AI based CSI feedback with CsiNet+ can achieve higher SGCS performance compared with R16 eType II baseline for rank 1 (6%~14%), especially with lower feedback payload. 
Observation #1: AI based CSI feedback with CsiNet+ can achieve higher SGCS performance compared with R16 eType II baseline for rank 1 (6%~14%).
3.3 Input/Output Pre-processing
If a raw channel matrix is chosen as input/output, the nonlinear transformation module (analysis transform network (ATN) and the synthesis transform network (STN)) [4] can be used to extract the features of the input CSI. Based on these two models, the network performance can be kept by using fewer parameters. The reason of using the nonlinear transform network instead of using the domain transform to change the spatial-frequency domain CSI information to the angular-delay domain information with truncating is that: though the truncating approach can retain most of the useful information, some useful information about the CSI is discarded and cannot be compensated in the subsequent process, which will lead to some distortion of the recovered CSI. Therefore, it is desired to modify the imperfect truncation, which is called the nonlinear transform model, showed in Figure 5.
[image: ]
Figure 5.  ATN and STN model in CSI compression
Proposal #4: If raw channel matrix is chosen as input/output, the nonlinear transformation module can be considered to extract the features of the input CSI.

4. Conclusion
In this paper, the evaluation on AI/ML-based CSI feedback enhancement is discussed and reported. 
We have the following proposals:
Proposal #1: For the method of obtaining test samples for model monitoring, the field data is preferred. 
Proposal #2: For the difficulty of obtaining field data for model monitoring, it is suggested that GAN networks be used to generate the data.
Proposal #3: Companies are encouraged to disclose their utilized dataset(s) and reference model(s)
· FFS: to establish common dataset(s) and/or reference model(s) for performance calibration and drawing final conclusions.
Proposal #4: If raw channel matrix is chosen as input/output, the nonlinear transformation module can be considered to extract the features of the input CSI.
Observation #1: AI based CSI feedback with CsiNet+ can achieve higher SGCS performance compared with R16 eType II baseline for rank 1 (6%~14%).
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6. Appendix
Table A1. Evaluation results for CSI compression without model generalization/scalability
	Assumptions
	BJTU

	CSI generation part
	AI/ML model backbone
	CsiNet+

	
	Pre-processing
	/

	
	Post-processing
	/

	
	FLOPs/M for model
	0.403M

	
	FLOPs/M for pre/post processing
	0

	
	Number of parameters/M
	0.036

	
	Storage /Mbytes
	0.28

	CSI reconstruction part
	AI/ML model backbone
	CsiNet+

	
	Pre-processing
	offset model

	
	Post-processing
	/

	
	FLOPs/M for model
	18.2

	
	FLOPs/M for pre/post processing
	0.0113

	
	Number of parameters/M
	0.0645

	
	Storage /Mbytes
	0.49

	Common description
	Input type
	CSI eigenvector

	
	Output type
	CSI eigenvector

	
	Quantization /dequantization method
	Scalar quantization, 3bit&2bit

	
	Rank/layer adaptation settings for rank>1
	/

	Dataset description
	Train/k
	100

	
	Test/k
	20

	
	Ground-truth CSI quantization method 
	Float32

	Benchmark
	R16 eType II

	Intermediate KPI I#1 (SGCS) of benchmark, [layer 1]
	CSI feedback payload 86bit
	0.632028448

	
	CSI feedback payload 114bit
	0.688265611

	
	CSI feedback payload 142bit
	0.708516128

	
	CSI feedback payload 170bit
	0.718768257

	
	CSI feedback payload 198bit
	0.723445868

	Gain for intermediate KPI I#1 (SGCS), [layer 1] CSI feedback payload 67bit 0.06
	CSI feedback payload 86bit
	0.147969439

	
	CSI feedback payload 114bit
	0.084695654

	
	CSI feedback payload 142bit
	0.078787683

	
	CSI feedback payload 170bit
	0.06911805

	
	CSI feedback payload 212bit
	0.062424316
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