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Priority for RAN1#112bis-e
	
	Issue
	Topic

	1.1
	Type-II CJT 
	Finalize Parameter Combination: linkage for Rel-17-based 

	1.2
	
	Further details on CSI measurement and calculation: EPRE assumption, further restriction on CMR, further restriction on dynamic TRP selection

	1.3
	
	Finalize CPU and Z/Z’ issues

	1.4
	
	Conclude on WA Alt3 for amplitude quantization

	2.1
	Type-II Doppler
	Finalize Parameter Combination: candidates and linkage for Rel-17-based    

	2.2
	
	Further details on CSI measurement and calculation: EPRE assumption, further restriction on CMR

	2.3
	
	Finalize CPU and Z/Z’ issues

	3.1
	TDCP
	Finalize restrictions on TRS configuration

	3.2
	
	Finalize amplitude quantization

	3.3
	
	Finalize phase quantization

	3.4
	
	Finalize FFS on Dbasic, D, and Y



1. Type-II CJT

	
	Issue
	Topic

	1.1
	Type-II CJT 
	Finalize Parameter Combination: linkage for Rel-17-based 

	1.2
	
	Further details on CSI measurement and calculation: EPRE assumption, further restriction on CMR, further restriction on dynamic TRP selection

	1.3
	
	Finalize CPU and Z/Z’ issues

	1.4
	
	Conclude on WA Alt3 for amplitude quantization




Table 1A Type-II CJT: issues
	Topic
	Moderator comments and proposals

	1.2
	[112bis-e] Agreement
For the Rel-18 Type-II codebook refinement for CJT mTRP, regarding CSI calculation and measurement, 
· [bookmark: _Hlk133268130]For the configured NTRP CSI-RS resources comprising the CMR, the restriction specified for Rel-17 NCJT CSI is fully reused, i.e. the configured NTRP CSI-RS resources are located either in the same slot or two consecutive slots
· On PDSCH EPRE assumption for CQI calculation, down-select between the two alternatives: 
· Alt1. The UE can assume that the PDSCH EPRE for a given CSI-RS port follows the configured powerControlOffset value associated with its respective CSI-RS resource
· Alt2. The UE can assume that the PDSCH EPRE for a given CSI-RS port follows a commonly configured powerControlOffset value for all the N selected CSI-RS resources
· [bookmark: _Hlk133270389]Alt3. The UE can assume that the PDSCH EPRE for a given CSI-RS port follows a commonly configured powerControlOffset value defined as averagePDSCH-to-averageCSIRS EPRE ratio, where averagePDSCH and averageCSIRS are average power across for all the N selected CSI-RS resources 
· Alt4. The UE can assume that the PDSCH EPRE divided by N for a given CSI-RS port follows a commonly configured powerControlOffset value for all the N selected CSI-RS resources
· Alt 5: The UE can assume that the PDSCH EPRE for a given CSI-RS port follows the powerControlOffset value for one of the configured NTRP CSI-RS resources
· Note: In legacy specification, different CSI-RS resources can be configured with different powerControlOffset values 
· Decide, in RAN1#113, whether an ordering of CSI-RS port indices (e.g. according to the CSI-RS resource ID in TS38.331) for CSI calculation needs to be specified or not
[bookmark: _Hlk133241962]Note: The total number of CSI-RS ports summed across N selected (out of the configured NTRP) CSI-RS resources will be used in CSI calculation

FL initial assessment on the 5 alternatives:
· Spec impact: 
· Alt1 fully reuses the legacy spec for, e.g. Rel-17 Type-I NCJT CSI. Hence this should naturally be taken as the baseline
· The other alternatives depart from the legacy PDSCH EPRE assumption for CQI calculation
· Expected performance impact (in terms of CQI accuracy):
· Alt1 and Alt2 accurately reflect the resulting PDSCH EPRE values for all the TRPs in CQI calculation (since they use the actual Pcoffset values). It is assumed that for Alt2 the NW will configure the same Pcoffset  value for all TRPs)
· Alt3, 4, and 5 do not accurately the resulting PDSCH EPRE values for almost all (if not, all) the TRPs in CQI calculation. This results in additional CQI impairment (perhaps unnecessarily).
· NW impact (throughput, restriction)
· Due to the CQI accuracy (discussed above), it is expected that Alt1/2 outperforms Alt3/4/5 due to the additional CQI impairment from Alt3/4/5 – thereby causing degradation in link adaptation 
· Even if Alt2 introduces suggestive restriction on Pcoffset configuration across TRPs, it is unclear that there is any performance benefit from setting different Pcoffset values for different TRPs (due to the agreed features of, e.g. dynamic TRP selection) 
· UE impact (CQI calculation complexity):
· Alt2/3/4/5 don‘t require taking into account extra offset factors across different CSI-RS resources for CQI calculation. 
· Alt1/2/5 don‘t require additional processing of the Pcoffset values to derive a modified offset value
· The above may not constitute to any notable difference in UE complexity across 5 alternatives 

Question 1.2: Please share your view/preference on the following issues pertaining to CQI calculation:
· PDSCH EPRE assumption, preferably with technical justification
· Whether an ordering of CSI-RS port indices (e.g. according to the CSI-RS resource ID in TS38.331) for CSI calculation needs to be specified or not (in TS38.214) 


Offline proposal 1.B.1: For the Rel-18 Type-II codebook refinement for CJT mTRP, on PDSCH EPRE assumption for CQI calculation, the UE can assume that the PDSCH EPRE for a given CSI-RS port follows a commonly configured powerControlOffset value for all the N selected CSI-RS resources
· Note: For CSI calculation, the combined precoder across N selected (out of the configured NTRP) CSI-RS resources is normalized for each layer and the transmitted signal across N selected (out of the configured NTRP) CSI-RS resources will be used in CSI calculation (up to the editor)
· Note: This doesn’t restrict how NW configures powerControlOffset for each CSI-RS resource in general. It pertains to UE assumption on CQI calculation for the CSI-RS resources used in the same CSI reporting setting for Rel-18 Type-II CJT 







Table 2 Type-II CJT: inputs from companies
	Company
	Input

	Mod V0
	Please share your views on the offline questions in TABLE 1A

	Qualcomm
	Question 1.2
Firstly, we don’t think this is a trivial detail that only deserves a last-minute simple conclusion (e.g. there is no consensus…), but is an essential issue regarding whether our Rel-18 CJT even works.
Before digging into it, we should have a clear definition of this PDSCH-to-CSIRS EPRE ratio, wherein PDSCH Tx power is the power after precoding, i.e. PPDSCH corresponds to y in the equation below (Sec 5.2.2.5 of 214). Here W is according to UE-reported PMI – thus PPDSCH already takes into account precoding.

To further clarify, all related variables are summarized in the table below:
	TRP
	CSI-RS
	EPRE ratio
	PDSCH

	
	Tx power
	Rx
	
	Precoder
	Tx power

	1
	
	
	
	
	

	…
	
	
	
	
	

	n
	
	
	
	
	

	…
	
	
	
	
	

	Note
	Can be transparent to UE *Note1
	Channel measurement by UE
	Config to UE (this question 1.2)
	* Note 2
	Assumed by UE

	
	Note 1: When powerControlOffsetSS is not configured,  is transparent to UE
Note 2: 
· According to agreement,  is (per-layer) normalized across TRPs – thus , while for each TRP#n, 
· Precoder  as reported by UE, is based on joint-SVD with channel measurement 



UE-assumed Rx power of PDSCH-CJT is needed for CQI (SINR) calculation: Take the “portion” from TRP#n for example, it is determined by , where  is normalized precoder for TRP#n (since  already takes into account precoder power).

Thus UE-assumed Rx power of PDSCH-CJT is determined by


· Alt1 / Alt2
For Alt1 with (or Alt2 as a special case of Alt1 by setting ), UE-assumed Rx power of PDSCH-CJT is determined by

where the yellow-highlighted is the channel measurement, based on which UE does joint-SVD to obtain PMI .
In order not to cause a mismatch b/w PMI ( i.e. ) and the channel measurement () that PMI based on, it should require a TRP-common scaling of W. 
Therefore, 
The above requirement is analogous to soft CBSR (already rolled out in RAN1#112bis-e), and even worse: Per-TRP power restriction v.s. soft CBSR’s per-beam.
Observation 1: Alt1 or Alt2 restricts  coefficient power in a per-TRP manner.
In an evaluation, we tried a 3-TRP case with PDSCH-to-CSIRS EPRE ratio  – thus forcing .
Nearly 70% Tput loss (-68.15%) is observed with forced  coefficient power portion per-TRP.
Other main eval parameters: L1=L2=L3=2; p_v=1/8 (M=2); beta=1/2; No TRP-selection.
Observation 2: Alt1 or Alt2 does not even work, based on nearly 70% Tput loss.

· Alt3
For Alt3, , and there is no per-TRP EPRE ratio restriction. We can additionally apply a natural relationship: . Therefore, UE-assumed Rx power of PDSCH-CJT is determined by

Similarly as above, in order not to cause a mismatch b/w PMI and the channel measurement that PMI based on, it should require a TRP-common scaling of W. Therefore,  i.e. CSI-RS is transmitted with a TRP-common power.
Observation 3: Alt3 has no  coefficient power restriction, but only requires a TRP-common CSI-RS Tx power.

One even better thing for Alt3, if channel measurement is additionally based on a “per-TRP pre-scaling”  by UE before SVD ( is a new parameter defined as: , i.e. CSI-RS Tx power of each TRP relative to TRP#1, and ), it can also support TRP-specific CSI-RS Tx power.
For example, if channel measurements operated by UE with “per-TRP pre-scaling”  before SVD are , then UE-assumed Rx power of PDSCH-CJT is determined by

Based on , different CSI-RS Tx power can be used by network implementation, if different values of  are configured to UE.
Note that  is totally a different parameter with different definition (physical meaning) than PDSCH-to-CSIRS EPRE ratio .
Observation 4: With a “per-TRP pre-scaling” introduced before SVD, Alt3 can also support TRP-specific CSI-RS Tx power.

· Alt4
In our view, Alt4 is similar as Alt3 w/o “per-TRP pre-scaling” parameter  (similar as observation 3)

· Alt5
In our view, Alt5 may be interpreted essentially similar as either Alt2, Alt3, or Alt4.

[bookmark: _Hlk134282909]Proposal: Support Alt3 or Alt4, and slightly prefer Alt3 for a flexibility of TRP-specific CSI-RS Tx power.
· To support TRP-specific CSI-RS Tx power, a “per-TRP pre-scaling” parameter (different than PDSCH-to-CSIRS EPRE ratio) is needed.

Last but not least, in our understanding, this issue is totally not analogous to NCJT. For NCJT, different TRPs are different layers, and thus normalized separately without TRP-relative  coefficient power restriction. Therefore, we don’t think NCJT is a reasonable baseline or starting point.

	Samsung
	It seems QC worries about that regarding Alt1/2, per-TRP scaling is needed for each  after the UE performs precoder (PMI) selection, which is not true in our understanding.

In Alt1/Alt2, UE simply assumes that the PDSCH channel  where each  is channel for TRP  via CSI-RS resource , and  is a power offset value inferred from Pcoffset_n (or common PcOffset). And then, the UE can perform precoder (PMI) selection for the channel  and CQI selection based on the selected PMI. There is no need to perform per-TRP scaling for each selected  to match its PcOffset value, after the PMI selection. The PMI is already determined with considering the PDSCH channel absorbing power offset values. 

In short, the only issue re PcOffset values is just how  is estimated at the UE side properly, not defining a (per-TRP) power constraint of precoder selection. 

In our view, we have concerned on Alt3/Alt4/Alt5 as in the following:
· Alt3: CQI calculation impairment caused from variable (not fixed) Pcoffset values across N TRPs (under the configured average Pcoffset value). 
· Alt4: Unclear that dividing a common PcOffset value by N is any beneficial for CQI/PMI computation. Depending on the number N of selected CSI-RS resources, the UE needs to consider a different PcOffset value for CQI/PMI calculation, which causes UE computational complexity high (multiple hypotheses with different PCoffset assumption) and can potentially cause biased TRP/PMI/CQI selection operations.
· Alt5: If the UE does not select the TRP which is the TRP associated with the Pcoffset, mismatch between target PcOffset that NW wants and selected TRPs can happen. Or if Alt5 refers to the same operation of Alt2, it is better to clearly say a common Pcoffset configured for the selected N CSI-RS resources.

Additionally, we think Alt2 is beneficial than Alt1 since
· NW/UE implementation become simpler with the restriction of a common Pcoffset value across  TRPs. 
· Dynamic TRP selection and W2 amplitude selection by the UE can perform a similar role assigning different powers for different TRPs.

Hence, we support Alt2. But we can be OK with Alt1 since NW anyway can have UE to do Alt2 using Alt1.



	Google
	Our understanding is that the EPRE ratio has impact on the combined channel from multiple TRPs, which is the c_n factor mentioned by Samsung. 

Therefore, we only need to clarify that the meaning of current Pc configuration, but we do not need to modify or introduce restriction for current Pc configuration. Thus, the EPRE ratio for CJT actually indicates the EPRE ratio between PDSCH and CSI-RS from the same TRP, which should be aligned with Alt1. 


	AT&T
	We agree with SS! Basically, the UE calculates the PDSCH CQI based on the aggregate channel & the selected PMI Precoding  . The PMI represents the necessary Tx precoding to adopt the channel/optimize the received signal & there is no need to consider additional scaling to compensate for  as it may lead to a deviation from the selected PMI.

Alt1/Alt2 seem adequate.
Alt3/Alt5 may have uncertainty margin that could potentially degrade the system performance.
Alt4, the PcOffset depends on N, have same question as SS about the benefit of this alternative.  
 

	Apple
	Since we are considering CJT, the design basis should be the same as single NZP-CSI-RS-Resource design for example for the single panel or multi-panel codebook. In other words, even though each TRP/TRP group is represented by different NZP-CSI-RS-Resource, there should only be a common powerControlOffset for the assumption of PDSCH to CSI-RS EPRE ratio.

We prefer support Alt2 with the following clarification. 
· Alt2. The UE can assume that the PDSCH EPRE for a given CSI-RS port follows a commonly configured powerControlOffset value for all the N selected CSI-RS resources.
· Note: powerControlOffset can still be independently configured for each CSI-RS resource. When CSI-RS resources are used for the same CSI report setting for CJT mTRP, all the corresponding CSI-RS resources have the restrictions that the same powerControlOffset shall be configured

	MediaTek
	
Question 1.2, We support Alt 2. Alt 2, which is a common (single) powerControlOffset for all CSI-RS resources preserves orthogonality of mTRP precoder. Given the definition in 38.214 power offset scaling is only required for CQI estimation, which implies the UE does not need to have any special handling/scaling prior to PMI estimation:

	powerControlOffset: which is the assumed ratio of PDSCH EPRE to NZP CSI-RS EPRE when UE derives CSI feedback and takes values in the range of [-8, 15] dB with 1 dB step size. For CQI calculation based on a pair of NZP CSI-RS resources, powerControlOffset of each NZP CSI-RS resource in the pair of NZP CSI-RS resources for channel measurement is the assumed ratio of EPRE when UE derives CSI feedback and takes values in the range of [-8, 15] dB with 1 dB step size.

Alt 2 allows for full reuse of legacy approach for scaling based on powerControlOffset.

Alt 1, which is separate powerControlOffset for each CSI-RS resource destroys orthogonality among layers unless the spec change in place to ensure PMI is also computed considering powerControlOffset value.

	AT&T
	Here is an update on our view regarding the power offset for CJT mTRP
· As QCM stated, the UE calculates the PMI based on  and the selected PMI adopts the channel and optimizes the received signal. Therefore, the product  presumably achieves optimal performance
· In case of common of PcOffset (Alt2), the UE calculates the PDSCH CQI as , as you can see the common PcOffset  does not changes the structure of the selected PMI since it is a common factor 

· In case of unequal PcOffset (among all the CS-RS resources), the UE calculates the PDSCH CQI as , this indicates that an additional scaling is needed since non-uniform PcOffset could changes the structure of the selected PMI (through the non-uniform scaling). Therefore, an additional scaling is needed to convert the impact of non-uniform PcOffset to a common factor  and avoid changing the structure of the selected PMI (orthogonality & optimality). The additional scaling  can be embedded (additional complexity since it needs to be considered in the calculation of the codebook parameters) in the  and the resulting formulation can be expressed as, now you can see that the additional scaling resulted in a common factor 

· In actual field scenarios, the cooperating TRPs in CJT mTRP scenario may not have equal max Tx Power and this could result in non-uniform PcOffset across the CSI-RS resources. Our understanding is that the impact of non-uniform PcOffset (if it exists) have to be accounted/considered when UE calculates the codebook parameters since:
· Actual data is transmitted with PDSCH Tx Power
· Disregarding the impact of the non-uniform PcOffset may not achieve the presumed optimal performance of the selected PMI      

· In summary:
· Alt1 may mimic actual field scenarios, but it requires further UE complexity consideration 
· Alt2 is an extension of legacy and fits scenarios with equal PcOffset 
· Alt3/Alt5 may have uncertainty margin that could potentially degrade the system performance.
· Alt4, the PcOffset depends on N, have same question as SS about the benefit of this alternative.


	ZTE
	As a basic assumption, ‘W(i)’ is normalized cross TRP rather than being per TRP (analogue to sTRP). 
[image: C:\Users\10190306\AppData\Local\Temp\ksohtml14796\wps1.jpg]
Therefore, EPRE can be assumed as an additional bursting for received ‘’. 
·  Under TRP-specific/common , CJT-CSI precoding ‘W’ is derived according to .
Finally, from spec perspective, we may only need to clarify that ‘the assumed ratio of EPRE’ is per a given CSI-RS port.
[image: ]
Based on above analysis, we support Alt1 (but, if having majority support, we can be flexible for Alt2). Then additional clarification on the top of above definition of powerControlOffset can be considered as follows:
· … , powerControlOffset of each NZP CSI-RS resource for channel measurement is the assumed ratio of additional EPRE burst of NZP CSI-RS port(s) when UE derives CSI feedback and takes values in the range of [-8, 15] dB with 1 dB step size.


	Lenovo/ MotM
	Agree with SS, Apple, MediaTek and AT&T. Our preference is Alt2, we are also OK with the note provided by Apple

	Qualcomm
	More explanation regarding our concern of current description of Alt1/2.
In current 214, UE-assumed precoded PDSCH (for CQI calculation) is described as following for sTRP and NCJT:
	
	TRP#1
	TRP#2

	sTRP
	
	N/A

	NCJT (2-TRP)
	
	



For both the above two cases, EPRE offset is defined in a per-TRP manner, i.e. per-TRP-contributed PDSCH Tx power is taken into account.
· This works fine for NCJT, since different TRPs are different layers, and no dependency b/w each W#n power
· However, for CJT, PMI can’t guarantee a fixed relative power of each W#n (according to configured EPRE offset)
According to companies’ replies above, summated-across-TRP PDSCH Tx power is assumed: CQI is determined by , where  is the measured channel.
This is treating CJT mTRP as an entirety analogous to sTRP, and does not introduce a per-TRP W#n power restriction, and can be fine with us.
Under this interpretation, the difference b/w Alt2 and Alt3/4 is minor:  (Alt2) v.s.  (Alt3/4).

Therefore, if we have some texts to clarify that PDSCH is a defined as summated-across-TRPs, we can be fine with Alt2. E.g.
	
(Not intend to do 214 editor’s job, but just an example)




	vivo
	In our understanding, the signaling model for powerControlOffset in CJT is something as follows.

Different powerControlOffset values for CSI-RS resources may affect the PMI acquisition and make it difficult for gNB to achieve the desired SNR range. 
Same powerControlOffset for all CSI-RS ports can facilitate gNB’s controlling to adjust the SNR range to fit into CQI quantization range.
Compare to Alt.2, Alt.5 facilitates CSI-RS resource reuse, i.e., the resources configured for CJT CSI can be reused for other CSI reports.
Hence, we support Alt.5 as the first preference, and the second preference is Alt.2.


	Fraunhofer IIS/HHI
	We support ALT1 or ALT2. We agree with AT&T that in real-field the Tx power may be different across TRPs which could imply different power offset values for the TRPs. The different power offsets needs to be taken into account by the UE when calculating the precoder, which is not an issue. Therefore, we support ALT1. However, we are also OK with ALT2 if majority of companies think ALT2 is sufficient.

	NTT DOCOMO
	We agree with the analysis from AT&T. And we prefer Alt2.

	Ericsson
	We are fine with either Alt 1 or Alt 2.

	OPPO
	We support Alt2. 
· Alt1 reuses current mechanism for NC-JT, and no further specification impact is needed. However, the scenarios and benefits should be justified, since additional UE complexity is needed.
· Alt2 introduces some configuration restriction at gNB side, and then no additional processing on H is needed for CQI estimation. It also simplifies the gNB configuration. 
· Alt3 has similar effect as Alt2, but additional UE processing is needed since average power is used. 
· Alt4 is difficult to work in our understanding. The value of N is determined by UE during CSI measurement, but the EPRE should be decided before CSI measurement and after channel estimation. Furthermore, the gNB is unable to determine the value of powerControlOffset since N is dynamically reported by UE. 
· Alt5 is similar to Alt2 with different signaling indication. However, it is very strange that gNB configures different values of powerControlOffset for different resources but only one of the values is applied. 

	Huawei, HiSilicon
	The down-selection depends on the definition of EPRE offset.
· Definition 1: the EPRE ratio is that of the received PDSCH EPRE over per-TRP CSI-RS EPRE, as in 38.214 as below.
With this definition, the final PDSCH EPRE depends on the number of transmitting TRPs. For example, assuming TRP transmitting power  for CSI-RS, when a single TRP transmits, the transmitting power of PDSCH is , and the power offset is the same as configured , while when two TRPs are transmitting,  and , then the power offset is not the same as configured any more, as .
Alt 4 can be used to reduce this mismatch of power offset due to different number of TRPs.

	(38.214)
-	powerControlOffset: which is the assumed ratio of PDSCH EPRE to NZP CSI-RS EPRE when UE derives CSI feedback and takes values in the range of [-8, 15] dB with 1 dB step size. For CQI calculation based on a pair of NZP CSI-RS resources, powerControlOffset of each NZP CSI-RS resource in the pair of NZP CSI-RS resources for channel measurement is the assumed ratio of EPRE when UE derives CSI feedback and takes values in the range of [-8, 15] dB with 1 dB step size.




· Definition 2: the EPRE ratio is that of the per-TRP contribution to PDSCH EPRE over per-TRP CSI-RS EPRE, which is similar to NCJT as in 38.214 as below.
With this definition, Alt 2 is preferred. With Alt 2, the complexity is reduced as UE does not need to consider the power offset in PMI calculation, TRP selection, Ln selection processes. The power offset only needs to be considered in CQI estimation.

	(38.214)
-	The UE shall assume that the corresponding PDSCH signals for  layers transmitted on the  antenna ports of the CSI-RS resource in Group  would have a ratio of EPRE to CSI-RS EPRE equal to the powerControlOffset of the respective CSI-RS resource, for .





	CMCC
	We are fine with either Alt 1 or Alt 2.

	Intel
	We can accept Alt 1 or Alt 2 as simpler alternatives which can provide sufficient functionality to consider power offset for CQI. Other alternatives seem unnecessary for us. 

	Fujitsu
	Alt 2 is preferred because Alt 2 is simpler and more suitable for TRP selection as commented by Samsung.

	Mod V24
	Summary: 
· Alt1: Samsung (ok), Google, ZTE, Fraunhofer IIS/HHI, Ericsson, CMCC, Intel  
· Alt2: Samsung, AT&T, Apple (add note), MediaTek, ZTE (ok), Lenovo/MotM, Qualcomm (ok, with PDSCH summed across TRPs in y=Wx equation), vivo (2nd), Fraunhofer IIS/HHI (ok), NTT DOCOMO, Ericsson, OPPO, Huawei/HiSi (transmit), CMCC, Intel, Fujitsu   
· Alt3: Qualcomm 
· Alt4: Qualcomm, Huawei/HiSi (received)
· Alt5: vivo

Given the above, please find the following proposal (added two notes to address Qualcomm and Apple comments – reworded):

Offline proposal 1.B.1: For the Rel-18 Type-II codebook refinement for CJT mTRP, on PDSCH EPRE assumption for CQI calculation, the UE can assume that the PDSCH EPRE for a given CSI-RS port follows a commonly configured powerControlOffset value for all the N selected CSI-RS resources
· Note: For CSI calculation, the combined precoder across N selected (out of the configured NTRP) CSI-RS resources is normalized for each layer and the transmitted signal across N selected (out of the configured NTRP) CSI-RS resources will be used in CSI calculation (up to the editor)
· Note: This doesn’t restrict how NW configures powerControlOffset for each CSI-RS resource in general. It pertains to UE assumption on CQI calculation for the CSI-RS resources used in the same CSI reporting setting for Rel-18 Type-II CJT 


	LG
	Support Offline proposal 1.B.1. We also think Alt 2 can simplify gNB implementation and different power allocation for each TRP can be done by UE based on TRP selection and NZC amplitude determination.

	CATT
	We are fine with either Alt1 or Alt2.
We have one clarification question regarding offline proposal 1.B.1: How the UE determines which powerControlOffset to use? Is it one additionally configured parameter, or the parameter of one of the CSI-RS resource?
[Mod: 1.B.1 (Alt2) specifies that UE assumes the same value. Although spec doesn’t restrict NW implementation, it strongly suggests the NW, given the UE assumption, to configure the same value. If NW deviates from this, it can be considered an error case just as what we usually do. Hence the UE doesn’t need to make special provision for this error case. 
Since the UE assumes the same configured value, how the UE determines depends on how the RRC parameter is configured in 331 (this is up to RAN2). At this stage we can simply wait for RAN2 to complete that in 331]

	Xiaomi
	Support offline proposal 1.B.1. Alt 2 is simple for both gNB and UE.

	Mod V28
	No revision on 1.B.1

For 1.B.1, this is the current summary:
· Support/fine: Samsung, AT&T, Apple (add note), MediaTek, ZTE (ok), Lenovo/MotM, Qualcomm (ok, with PDSCH summed across TRPs in y=Wx equation), vivo (2nd), Fraunhofer IIS/HHI (ok), NTT DOCOMO, Ericsson, OPPO, Huawei/HiSi, CMCC, Intel, Fujitsu, Xiaomi, LG, CATT

	Samsung
	Support offline proposal 1.B.1.

	NEC
	Support proposal 1.B.1.

	Spreadtrum
	Support offline proposal 1.B.1. The same Tx power assumption is beneficial to simplify UE implementation. 

	Mod V33
	No revision on 1.B.1

For 1.B.1, this is the current summary:
Support/fine: Samsung, AT&T, Apple (add note), MediaTek, ZTE (ok), Lenovo/MotM, Qualcomm (ok, with PDSCH summed across TRPs in y=Wx equation), vivo (2nd), Fraunhofer IIS/HHI (ok), NTT DOCOMO, Ericsson, OPPO, Huawei/HiSi, CMCC, Intel, Fujitsu, Xiaomi, LG, CATT, NEC, Spreadtrum

	Nokia/NSB
	We support the offline proposal 1.B.1.

We think both Alt 1 and Alt 2 work well. Alt 1 has the extra flexibility of allowing different PC ratios per TRP, hence it is our first choice. However, we understand that Alt 1 would require a UE to calculate PMI conditioned on the Pc ratios, which is not needed in legacy CSI calculations. Therefore, we are ok with Alt 2.

Regarding the definition of Pc ratio, in our view, the common understanding established since Rel15 (e.g. FL’s summary in R1-1905521) is applicable for CJT, i.e. that the Pc ratio is the ratio of EPRE of total PDSCH ports to the EPRE of all CSI-RS ports multiplexed on the same subcarrier. For CQI calculation in NCJT, different per-TRP Pc ratios are possible without impacting the PMI calculation, by calculating the CQI under the assumption that only the layers transmitted from one TRP are counted in the Pc ratio of the resource corresponding to that TRP. For Alt 2 and CJT we can fully reuse the Rel15 definition.

To avoid any possible confusion that we are not introducing a new “EPRE per port” but the power offset is between the total PDSCH ports and all CSI-RS ports CDMed on a given RE, we suggest removing the words:

the UE can assume that the PDSCH EPRE for a given CSI-RS port follows a commonly configured powerControlOffset value for all the N selected CSI-RS resources

[Mod: I agree. Done]

	Mod V36
	Small revision per Nokia’s input to conform with current EPRE definition. 

For 1.B.1, this is the current summary:
Support/fine: Samsung, AT&T, Apple (add note), MediaTek, ZTE (ok), Lenovo/MotM, Qualcomm (ok, with PDSCH summed across TRPs in y=Wx equation), vivo (2nd), Fraunhofer IIS/HHI (ok), NTT DOCOMO, Ericsson, OPPO, Huawei/HiSi, CMCC, Intel, Fujitsu, Xiaomi, LG, CATT, NEC, Spreadtrum, Nokia/NSB




2. Type-II Doppler

	
	Issue
	Topic

	2.1
	Type-II Doppler
	Finalize Parameter Combination: candidates and linkage for Rel-17-based    

	2.2
	
	Further details on CSI measurement and calculation: EPRE assumption, further restriction on CMR

	2.3
	
	Finalize CPU and Z/Z’ issues



No topic for offline discussion – you’re welcome!  

3. TDCP

	
	Issue
	Topic

	3.1
	TDCP
	Finalize restrictions on TRS configuration

	3.2
	
	Finalize amplitude quantization

	3.3
	
	Finalize phase quantization

	3.4
	
	Finalize FFS on Dbasic, D, and Y



Table 5A TDCP: issues
	Topic
	Moderator comments and proposals

	3.2
	[112bis-e] Agreement 
For the Rel-18 TRS-based TDCP reporting, regarding the quantization of wideband normalized amplitude value, down-select (by RAN1#113) from the following candidates:
· Alt1: N=2Q-1 where Q=5, s={1/5, ¼, 1/3} 
· Alt2: N=2Q where Q=3, s={¼, 1/3, ½, 2/3, ¾} 
· Alt3: N=2Q where Q=4, s={¼, ½, 2/3, ¾} 
· Alt4: N={2Q –1, …, 2Q+1 –1} (i.e., 7-15) where Q=3, s={1/5, ¼, 1/3, 2/5, ½, 3/5, 2/3, ¾, 4/5} 
· Alt4A: N={2Q , 2Q+0.5,…, 2Q+1-0.5} (i.e., 8, 8.5,…,15.5) where Q=3, s={1/5, ¼, 1/3, 2/5, ½, 3/5, 2/3, ¾, 4/5}
Once an alternative is selected, reducing the number of candidate values for s is not precluded. 
Companies can simulate each alternative with and without a configurable center threshold

Question 3.2: Please share your view/preference on the following issues:
· Preferred alternative for amplitude quantization, preferably with technical justification
· Whether a configurable center threshold is supported or not, preferably with technical justification

FL Note: Please keep in mind that UE speed is presumed unknown for TDCP reporting (in fact TDCP reporting includes UE speed information). If you justify your view by presuming some knowledge of UE speed (either value or range) at the gNB/UE prior to TDCP calculation, please elaborate why this is valid/feasible. 
 

Offline proposal 3.B.1: For the Rel-18 TRS-based TDCP reporting, regarding the quantization of wideband normalized amplitude value, further down-select (by RAN1#113) from the following candidates:
· Alt1: N=2Q-1 where Q=5, s=1/3 
· Alt3: N=2Q where Q=4, s=½
FFS: Whether further overhead reduction is needed for Y>1



	3.3
	[112bis-e] Agreement 
For the Rel-18 TRS-based TDCP reporting, regarding phase quantization, down-select (by RAN1#113) from the following candidates:
· Alt1. 1-bit (early vs. late) phase indicator 
· Alt2. 3-bit (8-PSK) uniform quantization
· Alt3. 4-bit (16-PSK) uniform quantization (full reuse of Rel-16 eType-II W2 phase quantization)
· Alt4. Adaptive/gNB-configurable phase quantizer e.g. , where
· : legacy (Rel.16) based
· Linear: legacy -PSK 
· Exponential: legacy Rel.16 amplitude,  or 
·  a slope value from  depending on the amplitude ) of the 1st correlation (smallest delay), e.g. the slope decreases towards 0 as  increases towards 1 
· 
· Alt5. A given correlation phase value  is quantized to  based on the following alphabet (where  denotes delay):      
· Alt6. A given correlation phase value  is quantized to  based on the following alphabet (where  denotes delay and p(.) denotes amplitude quantization values used for Rel-16 e-TypeII codebook and ): 
· Mode 1: ,     
· Mode 2:      
· The quantization mode is selected by UE and reported to gNB.
· Alt7. A given correlation phase value  is quantized to  based on the following alphabet: , with , . TBD value(s) of 
The evaluation should consider the impact of delay tracking operation at the UE where the phase difference between two slots can be close to zero.
Note: This proposal doesn’t preclude the UE supporting only smaller delay values (e.g. 4-symbol only) for the phase report (which is already optional)

Question 3.3: Please share your view/preference on the following issues:
· Preferred alternative for phase quantization, preferably with technical justification

FL Note: Please keep in mind that 
· UE speed is presumed unknown for TDCP reporting (in fact TDCP reporting includes UE speed information). If you justify your view by presuming some knowledge of UE speed (either value or range) at the gNB/UE prior to TDCP calculation, please elaborate why this is valid/feasible. 
· Basic UE receiver baseband operations such as CFO correction and fine timing acquisition at the UE tend to “reset” the phase every slot. Hence the residual phase difference between two delays of TD correlation is close to 0.
· This feature is optional and can be turned OFF.


Offline proposal 3.C.1: For the Rel-18 TRS-based TDCP reporting, regarding the quantization of phase value, further down-select (by RAN1#113) from the following candidates (where  denotes delay):
· Alt3. A given correlation phase value  is quantized to  based on the 4-bit (16-PSK) uniform quantization (full reuse of Rel-16 eType-II W2 phase quantization)
· Alt5. A given correlation phase value  is quantized to  based on the following size-16 alphabet (where  denotes delay):  where     
· The candidate value(s) of Q and s are down-selected from the following: Q={3,4}, and s={1/1/2} 
FFS: Whether further overhead reduction is needed for Y>1





Table 6 Type-II Doppler: views from companies
	Company
	Input

	Mod V0
	Please share your views on the offline questions in TABLE 5A

	Google
	Issue 3.2:
We observed the average quantization error for each alternative (minimum error based on each N and s) as follows:
Average quantization error from Alt1 to Alt5 = [0.0175    0.0460    0.0243    0.0435    0.0513].

From quantization error point of view, it seems what really matters is still the number of feedback bits. Our suggestion is to take either Alt1 or Alt3 or both with regard to the tradeoff between quantization error and overhead. 

Issue 3.3:
It seems there can be different use cases for the phase. If the NW wants to calculate the Doppler spectrum, high resolution for the phase report could be necessary, which could be something like Alt3. If the phase report is only used to indicate some information like early or late indication, Alt1 could be sufficient. We noticed that we already supported the phase report to be configurable – the NW can turn off the phase report. It seems one possible way is to support configurable Alt1 + Alt3, where the NW can configure the number of bits for the phase quantization.


	Apple
	We do not prefer to complete TDCP within Rel-18. In fact, it has no technical justification and the process of TDCP discussion in 3GPP starts to raise serious concern about the legacy TRS design.


In our view, NW shall be able to estimate TDCP based on the UE uplink transmitted channel/signal. Choosing time domain correlation even further violates the 5 basic QCL properties defined since Rel-15. 

More importantly, UE needs TRS for T/F tracking, channel time/frequency domain correlation estimate, as well as the QCL properties estimate. If there is any more time that needs to be spent on this topic, we shall first resolve the Rel-15 TRS design issue since it is impacting every single UE In the market and hundreds of millions of UEs, at least, that will be deployed in the market whose performance cannot be improved at all by Rel-18 TDCP enhancement. In retrospect, we seriously regret and strongly believe we should never have started TDCP work from the beginning. 

	MediaTek
	Question 3.2: Amplitude quantization, based on our simulation results we prefer to select from either Alt 1 or Alt 3 with the following parameters:
· Alt 1:
· s = [1/3, 1/4]
· Alt 3:
· s = [1/2, 2/3, 3/4] 


[image: ]
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We do not think configurable centre threshold is needed.



Question 3.3: Our prefrence is Alt 2 or Alt 3 as these two alternatives are close to legacy phase quantization used in R15/R15 Type II.
In our opinion Alt 4-7 seem over design for this optional feature and furthermore is diverging from legacy quantization techniques.



	ZTE
	Question 3.2:
We perform LLS to evaluate the 4 alternatives in the use case of SRS periodicity determination. The results show that:
· Alt1 can work well for all delays (s = 1/5 works best), but the 32 quantization grids are quite redundant;
· For Alt2 and Alt4, there are no sufficient quantization grids to balance the performance across different speeds (considering there are 8 quantization grids but 3 or possibly more thresholds);
· Alt3 with s = 1/2 shows good performance (similar to Alt1) across different speeds for all delays, but it uses one less bit than Alt1.
In conclusion, our preference of amplitude quantization is Alt3 with s = 1/2.

Evaluation results:
· Alt1:
[image: ][image: ]
Delay = 2 slots                                                       Delay = 10 slots
· Alt2:
[image: ][image: ]
Delay = 2 slots                                                       Delay = 10 slots
· Alt3:
[image: ][image: ]
Delay = 2 slots                                                       Delay = 10 slots
· Alt4 (N = 2Q+1-1):
[image: ][image: ]
Delay = 2 slots                                                       Delay = 10 slots
Question 3.3:
We perform LLS to compare the performance between uniform (legacy) and exponential phase quantization schemes. Frequency compensation is assumed in the simulation, which causes that , where  is the average frequency in the Doppler spectrum.
· Uniform phase quantization: 
· Exponential phase quantization: , where  and 

The results show that:
· Exponential quantization with s=1 provides best performance;
· Q = 4 shows no significant benefits over Q = 3;
· D = 10 is superior to D = 5, Y = 7 is superior to Y = 4.
In conclusion, our preference of phase quantization is exponential quantization with Q = 3 and s = 1/2. Besides, we also think D = 10 slots and Y = 7 should be supported.

Evaluation results:
· D = 5 slots, Y =7
[image: ][image: ]
· D = 5 slots, Y =4
[image: ][image: ]
· D = 10 slots, Y =7
[image: ][image: ]
· D = 10 slots, Y =7

[image: ][image: ]



	Lenovo/ MotM
	Question 3.2:
Agree with Google’s comments, prefer Alt3. Also, s=1/3 balances between insertion of a large quantization points (>0.9) without clustering many points around 0.9

Question 3.3:
Prefer either Alt1 or Alt3. Given that different companies have different views on how TDCP is utilized, we do not think the tailor-made quantization approaches in Alt4-7 shoud be considered

	vivo
	For amplitude
We plot the quantization levels of Alt 1, Alt 2 and Alt 3 as following.
[image: ][image: ]
[image: ]
It can be observed
· Alt 1 brings unnecessarily many levels in the region near 1.
· Alt 2 s=1/2 looks good to cover all the regions.
· Alt 3 s=1/4 looks good to cover all the regions. It costs one more bit than Alt 2 s=1/2.
Hence we support Alt 2 s=1/2 as the first preference and Alt 3 s=1/4 as the second preference.

For phase
Due to issues like noise and interference, UE’s frequency offset estimation may not be accurate. It is also hard for UEs to accurately distinguish multiple real paths in wireless channel even multiple lag values are defined.
Due to the impact from large or small lag values, phases may not be located around 0.
Based on the above, uniform phase quantization is the most valid and simplest approach.
Hence we support Alt 2 or Alt 3.


	Ericsson
	Question 3.2:
We’ve simulated the different alternatives (with corresponding s values) for the Type I vs Type II codebook switching use case.  
Among the agreed parameters N and Q provide the range of quantization levels, and s gives the granularity.
Below, we show which alternatives among Alts 1-3 and Alts 4, 4A with corresponding s parameters enable ‘Type I – Type II switching’ for the delay values we agreed in last RAN1 meeting.
For each delay value, we checked the switching threshold values against the quantization levels provided by each Alt.
Below the red squares denote switching is not possible, while green squares denote that switching is possible.  Note that an ok in the table means that the range given by N and Q is ok for the given use-case and delay value.  It doesn’t say anything about how good the Type I – Type II switching performance is.

[image: ]
Range limitations of Alt 4
[image: ]

Range limitations of Alt 4A
[image: ]

These results indicate that some Alts allows switching for all agreed delay values, while some Alts don’t allow switching for all delay values.  Furthermore, the following results show that s < ½ is needed to minimize performance loss due to quantization. 

[image: ]

Based on our initial results, we suggest to consider Alt 1 (with s = ¼ and s = 1/3)  and Alt 3 (with s=1/2) for further down selection.  Our preference is Alt 1 with s = 1/4.
Question 3.3
We agree with ZTE that it is good to further consider Exponential phase quantization.  We can do a final down selection based on evaluations provided by companies.

	Huawei, HiSilicon
	For issue 3.3, although the average frequency of TRS can be close to zero after delay tracking operation at the UE side, the phase difference can still be large when the Doppler spread is large. Note that the large Doppler spread cannot be compensated before TRS measurement.

With nonuniform quantization of the phase value like Alt5 or Alt6, the quantization error may be significant for large phase difference with large delay spread, in which scenario the information is more useful.

Therefore, we support uniform quantization of the phase value, and prefer alt 3.


	Ericsson
	Regarding Issue 3.3

As can be seen from the figure below, the estimated phase of the autocorrelation is highly non-linear.  The below figure shows the correslation phase for different UE directions for a UE with speed 10 km/hr.  We notice that the phase estimation accuracy becomes worse as the phase itself grows

[image: ]


	Fujitsu
	Question 3.3
Our preference is Alt 3.

	Mod V24
	Summary: 
TDCP Amplitude: 
· Alt1: Google, MediaTek, ZTE, Ericsson (s=1/4, 1/3), Xiaomi 
· Alt2: vivo
· Alt3: Google, MediaTek, ZTE (s=1/2), Lenovo/MotM, vivo, Ericsson (s=1/2)
· Alt4:
· Alt4A:
TDCP Phase:
· Alt1: Google, Lenovo/MotM
· Alt2: MediaTek, vivo
· Alt3: Google, MediaTek, Lenovo/MotM, vivo, Huawei/HiSi, Fujitsu, LG, Xiaomi, 
· Alt4:
· Alt5: ZTE, Ericsson
· Alt6: ZTE, Ericsson
· Alt7:
Italic: with results 

With the above (also from the shared simulation results), the following proposals are made:

Offline proposal 3.B.1: For the Rel-18 TRS-based TDCP reporting, regarding the quantization of wideband normalized amplitude value, further down-select (by RAN1#113) from the following candidates:
· Alt1: N=2Q-1 where Q=5, s={¼, 1/3} 
· Alt3: N=2Q where Q=4, s=½


Offline proposal 3.C.1: For the Rel-18 TRS-based TDCP reporting, regarding the quantization of phase value, further down-select (by RAN1#113) from the following candidates:
· Alt3. 4-bit (16-PSK) uniform quantization (full reuse of Rel-16 eType-II W2 phase quantization)
· Alt5. A given correlation phase value  is quantized to  based on the following alphabet (where  denotes delay):  where     
· The candidate value(s) of Q and s are down-selected from the following: Q={3,4}, and s={1/1/2} 



	LG

	Support Offline proposal 3.B.1.

Question 3.3
Our prefrence is Alt 2 or Alt 3 which is simple and similar with legacy phase quantization used in R15/R15 Type II. It seems to us that Alt 5 is over design for optional feature.
[Mod: I tend to agree with you that the group shouldn’t over-optimize this optional and small feature that can be turned off]


	Xiaomi
	Question 3.2
The following two figures show the autocorrelation amplitude at different lags for different channel and different speeds. We can see that the variation of amplitude is different for different channel or UE direction even though UE’s speed is fixed. For lager lags, the amplitude is close to zero. i.e., the range of amplitude quantization should be in [0, 1]. For the five alternatives on amplitude quantization, the quantization value of Alt 1 and Alt4 is in [0,1].
[image: C:\Users\liuzhengxuan\AppData\Roaming\LarkShell-ka-kami\sdk_storage\4c91db1f0cb684cfd11d0a9d786a3c10\resources\images\img_v2_8b2bf64f-5bf4-4f17-809d-b95d5367ac0l.jpg]
[image: C:\Users\liuzhengxuan\AppData\Roaming\LarkShell-ka-kami\sdk_storage\4c91db1f0cb684cfd11d0a9d786a3c10\resources\images\img_v2_612196c2-1610-433e-a3f7-f605692d99dl.jpg]
However, it needs to set different N values for Alt4, as shown in the following two figures, which make the quantization of amplitude be complex. 
[image: ][image: ]
Therefore, Alt 1 is straightforward and preferred. 

[Mod: Thanks, we will down select between Alt1 and Alt3 in next stage.]

Question 3.3
We support offline proposal 3.C.1. For simplicity, Alt3 is preferred, which reuse the legacy quantization method. 

	Mod V28
	No revision. 

Since 3.B.1 and 3.C.1 reflect the views from all companies, this should be agreeable. 

For 3.C.1, this is the current summary (which seems to suggest Alt3 is the most likely outcome):
TDCP Phase:
· Alt3: Google, MediaTek, Lenovo/MotM, vivo, Huawei/HiSi, Fujitsu, LG, Xiaomi, 
· Alt5: ZTE, Ericsson


	Samsung
	Re offline P 3.C.1, our preference is Alt5 since the phase values are expected to be around 0 (due to delay/phase tracking issue at the UE), and also they are a function of delay values and UE speeds (which is not known the NW). So, a uniform quantization may not work always. In our view, when , Alt5 is an oversampled version of linear quantization, where oversampling factor decreases as we move away from 0 (om either side, +ve, -ve). Since the legacy phase quantization already includes QPSK, 8PSK for Type II and, 16PSK for eTypeII and feTypeII, Alt5 is reasonable. We however do understand the proponents of Alt3.

Re offline P 3.B.1, we are OK with the two alts, however, in our view, the amplitude reporting (need not be independent), i.e., can be differential since the correlation values are expected to be monotonic (decreasing) with delay values. For instance, the amplitude reporting for  delay can be used as a reference for amplitude reporting for -th delay. We therefore suggest to include an FFS.

Offline proposal 3.B.1: For the Rel-18 TRS-based TDCP reporting, regarding the quantization of wideband normalized amplitude value, further down-select (by RAN1#113) from the following candidates:
· Alt1: N=2Q-1 where Q=5, s={¼, 1/3} 
· Alt3: N=2Q where Q=4, s=½
FFS: further overhead reduction for reporting (e.g. differential reporting)
[Mod: Since this is applicable only for Y>1, I’ll mention this. Also no need to mention the example at this stage]

Please find below MSE (in log scale) analysis, where we compare independent (4bits) vs differential (3bits) reporting. The MSE value is averaged across considered speed values and 5 delay values (2,4,6,8,10 slots) for 210 UEs that are dropped according to a simplified SLS setting (hexagonal layout, 2-tier or 21 cells, 1 UE per cell, 10 drops, 4000 slots). The alphabet size is 16 (Q=4, Alt4), but for differential reporting 8 values are considered for each delay value in a differential manner. Four (s, N) values are considered:
· CB index 1: (s, N) = (1/2,2^Q-1),
· CB index 2: (s, N) = (1/2,2^Q),
· CB index 3: (s, N) = (2/3,2^Q-1), 
· CB index 4: (s, N) = (2/3,2^Q)
We can observe that
· the difference between the two reporting schemes is almost 0 (speed <= 15) and very small (<=0.1% for speed >15), hence, most likely, will not have any significant impact on performance. 
· CB index 2: (s, N) = (1/2,2^Q) is the best among the four.


[image: cid:image006.png@01D9833F.FF825490]


	Mod V30
	Revised proposals 3.B.1 and 3.C.1:
· 3.B.1: Per offline comment from Ericsson re Alt1 (their preference), s=1/4 can be removed from the candidate (only s=1/3 is kept)
· Added FFS for further overhead reduction from Samsung


	NEC
	Proposal 3.B.1. 
Support, and Alt 3 preferred. 

Proposal 3.C.1. 
Support, and Alt 3 preferred. 

	Mod V33
	Revised proposal 3.C.1 per offline comments from the proponents of Alt5

Summary:
For 3.C.1, this is the current summary (which seems to suggest Alt3 is the most likely outcome):
TDCP Phase:
· Alt3: Google, MediaTek, Lenovo/MotM, vivo, Huawei/HiSi, Fujitsu, LG, Xiaomi, NEC 
· Alt5: ZTE, Ericsson, Samsung 


	Nokia/NSB
	Support proposals 3.B.1 and 3.C.1

	Nokia/NSB2
	On Proposal 3.B.1
Our preference is for Alt 1 (s=1/3), based on our simulation results for different delays, some of which are copied below

[image: ]
[image: ]
[image: ]
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	Mod V36
	Revised proposal 3.C.1 per offline comments from the proponents of Alt5: keeping only 1 out of 4 options Q=3, s=1

Summary for 3.B.1:
Support/fine: Google, MediaTek, ZTE, Ericsson (s=1/4, 1/3), Xiaomi, Lenovo/MotM, vivo, LG, NEC, Samsung, Nokia/NSB
Alt1 Q=5 s=1/3: Ericsson, Xiaomi, Nokia/NSB, MediaTek 
Alt3 Q=4 s=1/2: ZTE, Lenovo/MotM, vivo, NEC
(*) Italic: With TP simulation

Summary for 3.C.1:
Support/fine: Google, MediaTek, Lenovo/MotM, vivo, Huawei/HiSi, Fujitsu, LG, Xiaomi, NEC, ZTE, Ericsson, Samsung, Nokia/NSB
Alt3 uniform: Google, MediaTek, Lenovo/MotM, vivo, Huawei/HiSi, Fujitsu, LG, Xiaomi, NEC 
Alt5 exponential: ZTE, Ericsson, Samsung 
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* Red rectangle denotes no switching (Type I only)
*Green rectangle denotes switching is possible
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- powerControlOffser: which s the assumed ratio of PDSCH EPRE to NZP CSI-RS EPRE when UE derives CSI
feedback and takes values in the range of [-8. 15] dB with 1 dB step size. For CQI calculation based on a pair of
NZP CSLRS resources. powerControlOffset of cach NZP CSI-RS resource in the pair of NZP CSLRS resources

for channel measurement is the assumed ratio of EPRE when UE derives CSI feedback and takes values in the
range of [-8, 15] dB with 1 dB step size.





