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Introduction
In RAN1#112bis-e meeting, the agreements on sub use cases and potential specification impact of AI/ML for positioning were made as follows.
	Agreement
Regarding monitoring for AI/ML based positioning, at least the following entities are identified to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· gNB at least for Case 3a (with gNB-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)

Agreement
Regarding monitoring for AI/ML based positioning, at least the following aspects are identified for further study on benefit(s), feasibility, necessity and potential specification impact for each case (Case 1 to 3b)
· Assistance signaling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring
· Assistance signaling from UE/PRU for network-side model monitoring
· Model monitoring based on provided ground truth label (or its approximation)
· Monitoring metric: statistics of the difference between model output and provided ground truth label
· Provisioning of ground truth label and associated label quality
· Model monitoring using at least statistics of measurement(s) without ground truth label
· Monitoring metric: e.g., statistics of measurement(s) compared to the statistics associated with the training data
· Note1: the measurement(s) may or may not be the same as model input 
· Note2: other monitoring methods (e.g., based on statistics of model output without ground truth label, based UE motion sensor and/or jointly based on multiple monitoring metrics) are not precluded

Agreement
Regarding LCM of AI/ML based positioning accuracy enhancement, at least for Case 1 and Case 2a (model is at UE-side), further study the following aspects on information related to the conditions 
· What are the conditions for functionality-based LCM
· which aspects should be specified as conditions of a Feature/FG available for functionality
· What are the conditions for model-ID-based LCM
· Which aspects should be considered as additional conditions, and how to include them into model description information during model identification


In this contribution, we discuss on other aspects on AI/ML for positioning accuracy enhancements such as representative sub use-cases that are worth considering and related potential specification impacts in terms of RAN1 point of view.

Discussions on potential sub use cases and their specification impact
Based on above agreements, we firstly discuss model monitoring performance metric for AI/ML based positioning accuracy enhancement in the following sub-section 2.1. In sub-section 2.2, we suggest two sub use cases (i.e. LOS/NLOS indication, PRU prediction) on the perspective of positioning accuracy enhancement and the corresponding potential specification impact. In addition, regarding data collection point of view, it is considered that utilizing the PRU prediction would make a normal UE possible as an entity to obtain ground truth label.

AI/ML model monitoring
For AI/ML based positioning accuracy enhancement, the offline-trained AI/ML model is delivered to UE or NW for utilizing it to actual operating environment. In this case, mismatch between the offline training data and the field data is inevitable and the output performance may be degraded when the AI/ML model is applied. To address this problem, how to update and/or fine-tune the AI/ML model can be considered.
Regarding the AI/ML model monitoring, the intermediate performance which is related to output performance also needs to be taken into account. As an intermediate performance, it would be estimated LOS/NLOS identifier, TDoA, AoA and so on. In other words, it means 2-step monitoring performance metric where the output performance degradation of the AI/ML model is originated from whether the poor intermediate performance or from discrepancy on environment, scenario and the assumption of the offline trained AI/ML model compared to actual operating environment. Based on this monitoring method, the detailed condition is further investigated to perform fine-tuning or update of the AI/ML model. For example, if the output performance is less than a certain level, fine-tuning can be operated on the intermediate performance to obtain a specific quality on that. Depending on the output performance after the fine-tuning, the AI/ML model can be maintained or updated or can be switched by another suitable AI/ML model. 

Proposal #1: Consider AI/ML model fine-tuning or update based on model monitoring performance metric by taking into account the intermediate performance and output performance jointly.
· Condition of fine-tuning or update with respect to a quality of intermediate/output performance
To this end, the related assistance data can be requested by UE at least for UE-side model such as the distance among TRP(s) and the beam information, e.g., beam ID, beam RSRP, etc., covering an area per TRP, or labelled dataset etc. In addition, the detailed method or contents on model switching/update can be discussed further, e.g., AI/ML model in itself or the corresponding parameter/structure only, etc.

Proposal #2: Consider the followings for potential specification impact on AI/ML model monitoring.
· Assistance signalling for UE-sided model (e.g. distance between TRPs, beam information per TRP)
· Contents of model switching/update (e.g. AI/ML model itself, AI/ML model parameter or structure only)

Data collection aspects for accuracy improvements
	Based on the working assumption in the last meeting as captured below, we further discuss the specification impact on data collection in the following.Working Assumption
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with training data for model training
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with training data and/or as LMF assistance signaling
· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection
· Note3: whether the above information can be applied to other aspects of AI/ML LCM (e.g., updating, monitoring, etc.) can also be discussed
· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective


[Ground truth label and quality indicator] 
For the ground truth label, the label error is considered from a data collection and monitoring point of view as in AI 9.2.4.1. In this sense, it can be captured in the agreement above to investigate an associated information of the ground truth label with a quality indicator. By utilizing this, it can be beneficial on AI/ML model life cycle management as well as that of the output/intermediate performance aspects.
Regarding how to configure/quantify the quality of ground truth labels from a certain entity, there are two ways based on LMF/NW side and normal UE/PRU side, respectively. In case of LMF/NW with known UE/PRU location, the ground truth label and its quality can be generated through multiple instances of the measurement report from TRPs for positioning and the corresponding measurement quality information (e.g. LOS/NLOS information, TDoA etc.) during a certain window. Based on this, LMF/NW can generate the ground truth label with the corresponding quality indicator Q and it can be utilized to AI/ML model (re)training/fine-tuning and monitoring with respect to each case. For the model training, the ground truth label can be delivered to AI/ML model training entity and it can be included in training dataset depending on the value of Q. Also for the model monitoring for AI/ML based positioning, the value of Q can give a criterion whether the difference between the estimated UE location and the ground truth label is used for model performance calculation or not. In addition, it can be used to adjust model monitoring threshold for fine-tuning/model-transfer.

Proposal #3: Consider the quality of ground truth label generation based on the measurement reports from TRPs for LMF/NW with known UE/PRU case. 
· Based on this, study AI/ML model training and monitoring methods further
To improve the reliability of LOS/NLOS information, it can be based on AI/ML approach at UE (i.e. Case 1) or LMF side (i.e. Case 2a/2b). When applying the AI/ML method at UE-side, the LOS/NLOS probability value for first arrival path and/or the reliability information such as probability can be derived based on the UE capability and various parameters related to LOS estimation such as UE antenna configurability, capability of PRS measurement, AI/ML model for LOS estimation, indication of PRU, the number of PRS measurement, noise variance, etc. Based on the above, the output can be a LOS/NLOS identifier with hard/soft value and the corresponding statistical information, e.g., mean/variance of the identifier as an assistance information to LMF. Regarding Case 2a for UE-side AI/ML, based on the measurement results and some assistance information (e.g. LOS probability and/or reliability information) from UE, LOS/NLOS identification can be achieved. In addition, LMF can feedback the estimation accuracy of the LOS/NLOS identifier or UE location to the UE and the subsequent LOS/NLOS identification or the UE location at UE-side model can be adjusted by the feedback (Case 2b).
Proposal #4: Consider assistant information including LOS probability and/or reliability information for the AI/ML based LOS/NLOS identification at least for Case 2a
· Assistance information: LOS/NLOS identifier with hard/soft value and the corresponding statistical information.
[Measurement]
In the Rel-17 positioning enhancement, PRU (positioning reference unit) was introduced by utilizing the exactly known position of a specific UE or gNB (i.e. reference UE or gNB) at LMF for accuracy improvement. Regarding a UE as PRU, there is a limitation since the UE generally has mobility and the location is correspondingly changed. If the LMF can predict the UE location with mobility based on AI/ML method, it would be possible that which UE can be used as a PRU. Then, the LMF can use the UE dynamically as PRU to calculate/estimate the position of target UE. 
Observation #1: When LMF can predict UE location with mobility, it is possible that which UE can be used as PRU, the LMF can use the UE dynamically as PRU to calculate the position of target UE.
For LMF-based PRU prediction (i.e. Case 2b), based on the measurement report of a normal UE as an input data set of the AI/ML algorithm, it is possible to predict/determine the output whether the normal UE is utilized as a PRU or not at the LMF side. If the UE is determined as the PRU, the position of target UE can be estimated/calculated with the PRU. Meanwhile, for UE-based PRU prediction (i.e. Case 2a), it is based on AI/ML model in the UE-side with providing assistance information for AI/ML model at LMF. Depending on the AI/ML model output, the UE can report identification information as PRU and/or assistance information, e.g. PRU expiration time, de-registration request on PRU, etc. 
With these consideration, the potential specification impact can be related to signaling on measurement report or information on deciding the UE as the PRU. For example, duration and the amount of distance change in duration for sensor based information and/or RSRP based on RAT dependent method can be considered as measurement or assistant information. Based on AI/ML model and assistant information, predicted value of the UE location with the corresponding time instance of the future, PRU related information such as PRU indication, the probability of the conditions, etc. can be obtained. 
Proposal #5: Consider PRU prediction on LMF-/UE-side based on measurement report in addition to PRU identification and/or assistance information utilized for PRU determination at least for Case 2a/2b.

[RS configuration]
Based on the LOS/NLOS related information from the above, NW can collect/process the LOS/NLOS identification at a specific location on coordinate system for supporting UEs. Through this, it is possible to determine which PRS resource is most likely to be LOS for a specific UE in the form of a boundary between specific regions on the coordinate as shown in Figure 1 below. Then, the PRS configuration for the location of the UE can be adaptively configured via the above information.
[image: ]
Figure 1. Example of LOS/NLOS probability and the corresponding PRSs on coordinate system supporting UEs
Proposal #6: Consider PRS priority configuration based on AI/ML based LOS/NLOS indication.
Regarding the above LOS/NLOS based PRS configuration, it can be also considered on MTRP construction. According to this construction, PRS(s) can be configured and transmitted by each TRP corresponding to LOS indication and the related probability information. When UE measures the PRSs from N TRPs in this case, near-far problem can happen that a signal power of PRS from a certain TRP is too strong compared to that of other TRPs and the UE fails to detect the rest of PRSs due to the large relative power difference. Especially, this problem can frequently occur since the PRS configuration for each TRP is based on LOS indication while it enhances the accuracy of positioning accuracy. 
To mitigate/avoid this problem, there are two approaches: 1) PRS transmit power adaptation based on the distance between the UE and the TRPs and 2) adaptive PRS muting pattern. For 1st approach, the UE can report power limitation information on a specific TRP(s) as an assistance information where the candidate value on the power limitation is configured by network. For 2nd approach, the muting pattern for PRS per TRP among N TRPs can be set based on the PRS measurement report from the UE.

Proposal #7: Consider PRS power control and PRS muting pattern on MTRP scenario via LOS/NLOS based PRS configuration.


Conclusion
In this contribution, we discussed about several aspects on AI/ML for positioning enhancement, and our observations and proposals are summarized below: 
Observation #1: When LMF can predict UE location with mobility, it is possible that which UE can be used as PRU, the LMF can use the UE dynamically as PRU to calculate the position of target UE.
Proposal #1: Consider AI/ML model fine-tuning or update based on model monitoring performance metric by taking into account the intermediate performance and output performance jointly.
· Condition of fine-tuning or update with respect to a quality of intermediate/output performance
Proposal #2: Consider the followings for potential specification impact on AI/ML model monitoring.
· Assistance signalling for UE-sided model (e.g. distance between TRPs, beam information per TRP)
· Contents of model switching/update (e.g. AI/ML model itself, AI/ML model parameter or structure only)
Proposal #3: Consider the quality of ground truth label generation based on the measurement reports from TRPs for LMF/NW with known UE/PRU case. 
· Based on this, study AI/ML model training and monitoring methods further

Proposal #4: Consider assistant information including LOS probability and/or reliability information for the AI/ML based LOS/NLOS identification at least for Case 2a
· Assistance information: LOS/NLOS identifier with hard/soft value and the corresponding statistical information.
Proposal #5 Consider PRU prediction on LMF-/UE-side based on measurement report in addition to PRU identification and/or assistance information utilized for PRU determination at least for Case 2a/2b.
Proposal #6: Consider PRS priority configuration based on AI/ML based LOS/NLOS indication.
Proposal #7: Consider PRS power control and PRS muting pattern on MTRP scenario via LOS/NLOS based PRS configuration.
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