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Introduction
In the SID on artificial intelligence (AI)/machine learning (ML) for NR air interface, AI/ML framework investigation was included, as captured below [1]. 
	AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g., model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate



In this contribution, we discuss general aspects on AI/ML framework. 
Discussion
Functional framework
In Rel-17, data collection based on AI/ML had been studied in RAN3 and the results were captured in TR 37.817. Since the TR already well define AI/ML terminologies and functional framework, it can be a good starting point of discussion for AI/ML for air interface. Fig1 shows the functional framework defined in the TR.


Fig1. Functional Framework for RAN Intelligence [2]

In the last meeting, there was discussion on this functional framework with some modification such that removing actor function and adding model management function and model storage function. Since this topic may have some duplication with RAN2 discussion, some alignment across WGs is needed. In principle, we think that functional framework is helpful for more structured discussion in the remaining SI phase and follow-up WI phase (if supported).
Proposal #1: Support AI/ML functional framework for air interface.
· Modification from the functional framework in TR37.817 can be considered (e.g. removing actor function, adding model management function)
· Coordination with RAN2 is necessary for this topic
 
Life cycle management of AI/ML model
In previous meetings, following agreements were made with respect to LCM of functionality/model:
	<LCM: model registration>

Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations 
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations

<LCM: model management >

Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms

Agreement
Study potential specification impact needed to enable the development of a set of specific models, e.g., scenario-/configuration-specific and site-specific models, as compared to unified models.
Note: User data privacy needs to be preserved. The provision of assistance information may need to consider feasibility of disclosing proprietary information to the other side.

Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
-	Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
i. Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
ii. Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
iii. Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.

<LCM: model monitoring >

Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
iv. Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
v. Overhead (e.g., signaling overhead associated with model monitoring)
vi. Complexity (e.g., computation and memory cost for model monitoring)
vii. Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
viii. FFS: Power consumption
ix. Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures

Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
1. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
1. Monitoring based on system performance, including metrics related to system peformance KPIs
1. Other monitoring solutions, at least following 2 options.
12. Monitoring based on data distribution
0. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
0. Output-based: e.g., drift detection of output data
12. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE

<LCM: functionality-based and model-based mechanisms>
Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Funtionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs

Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 

Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 


Agreement
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 
Agreement
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.
Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.
Conclusion
From RAN1 perspective, it is clarified that an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.
· When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.
Agreement
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.




In the last meetings, there has been some progress on the concepts of functionality-based LCM and model-based LCM. In our view, the key difference between these two LCM approaches is on whether LCM signaling shall be triggered whenever status of model(s) is changed, e.g. via activation/deactivation/switching or not. For functionality-based LCM, in other words, it is not necessary to trigger LCM signaling every time per model-level status change and NW does not need to know exact UE-sided model. 
Proposal #2: Clarify that the key difference between model-based LCM and functionality-based LCM is on whether LCM signaling shall be triggered whenever status of model(s) is changed, e.g. via activation/deactivation/switching or not.
For further progress of LCM, it needs to be clarified when model-level LCM is needed and when it is not needed, i.e. functionality-based LCM is sufficient. This would be very helpful for discussion on detailed LCM signaling aspects.
Proposal #3: Before going into details of LCM signaling, identify the case(s) when model-level LCM is needed and when it is not needed, i.e. functionality-based LCM is sufficient.
Noting that 5 out of 6 sub-use-cases is based on one-sided model, LCM for UE-sided model can be discussed/decided firstly. For the UE-sided model, benefit of model-based LCM is unclear due to the following reasons
· In most cases, NW does not need to know UE AI/ML model but only requires to know UE functionality as 3GPP has been done in decades via UE capability reporting procedure.
· Model-based LCM requires more frequent signaling with larger payload, i.e. whenever model status changes.
· Model-based LCM may induce implementation restriction, which may depend on the details of model information signaling.
Based on the above, we propose to adopt functionality-based LCM mechanism as a baseline approach. On top of that, we may further consider model-based LCM mechanism for some special cases with more focused work scope, e.g. for two-sided model and/or for model transfer scenario.
Proposal #4: Functionality-based LCM should be adopted as a baseline approach, which is applicable for most cases. On top of that, model-based LCM can be considered for some special cases, e.g. two-sided model and/or model transfer scenario, with more focused work scope.
For the selected use cases, i.e. BM, CSI, positioning, the major specification impact for UE-sided model would be enhanced UE reports, e.g. enhanced beam report based on UE-side SD/TD prediction. In such cases, UE can monitor its model performance, e.g. via based on inference accuracy, input/output distribution, etc. so that the UE can select a proper model for a given channel environment even if the UE implements multiple AI/ML models for a functionality. For fallback operation, NW can always configure/trigger another UE report based on non-AI/ML operation, e.g. UE can report non-AI/ML based beam(s) as well as AI/ML based predicted beam(s) based on NW configuration. Thus, there is no strong need for NW to control UE implementation on the number of AI/ML models and the currently activated AI/ML model in those cases (regardless of whether ‘model’ refers to logical or physical model). Instead, UE may report updated UE capability/functionality and/or reliability/confidence of the reported values for NW to decide whether or not to use it.
Proposal #5: For UE-sided models, model selection/activation/deactivation/switching should be decided by the UE and no need to inform NW on the number of AI/ML models and the currently activated AI/ML model among them. Instead, UE may report updated UE capability/functionality and/or reliability/confidence of the reported values for NW to decide whether or not to use it. 
On the concept of functionality, functionality is about what and how much UE can do for a sub-use-case. Therefore, the granularity of functionality is the same or similar to feature group(FG) defined in UE capability. In this sense, a functionality can be supported by multiple AI/ML models, where each model may be applicable in different condition. Accordingly, it is important how to handle varying performance according to model switch which may happen according to an update of NW configuration (e.g. # of antenna ports) and/or updating/switching UE AI/ML model. We think that it needs to be studied whether a functionality shall correspond to a specific performance (e.g. prediction up to X ms) or a functionality may have varying performance (e.g. prediction up to X1 or X2 ms, where either X1 or X2 is selected up to model switch) of a same feature. 
Proposal #6: For the granularity of functionality, start from FG defined for UE capability, and further consider whether a functionality can cover multiple performance reference of the same feature or not.
Functionality activation/deactivation can be done via NW configuration as have been done so far, e.g. via configuring and triggering a CSI/beam report with reporting parameters/configuration for CSI/beam prediction. Enhanced signaling for more dynamic/efficient functionality change will be beneficial, e.g. reporting configuration update based on UE functionality update report.
Proposal #7: Consider dynamic reconfiguration of UCI reporting for the case of functionality switch/update for the same sub-use-case.
On the other hand, for two-sided models, e.g. CSI compression, model-level alignment between NW and UE is necessary. Thus for multiple AI/ML models for the same functionality, UE needs to inform NW on the number of AI/ML models and their characteristic, i.e. meta-data. Either UE or NW can select one model among the multiple models in such case. If UE selects the model, it means that UE would also select NW model since the two models need to be aligned, thus it seems less feasible considering that NW needs to communicate with multiple UEs. Thus, it may be better NW to control UE model in this case.
Proposal #8: For two-sided models, model selection/activation/deactivation/switching can be decided by the NW. 

UE-NW collaboration levels
In RAN1#109e, the following agreement was made for defining UE-NW collaboration levels.
	Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 



In RAN1#110bis-e, it was clarified that Level x has no specification impact. Comparing Level y and Level z, Level z has additional specification impact on model transfer. In RAN1#112, the following sub-cases were defined for level z.
	Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 




For z1/z2, model format is not specified in 3GPP so there is no need to further discuss in RAN1, and z3/z4/z5 requires specified AI/ML model format in 3GPP which has quite large spec impact. However, feasibility of open-format based model transfer is doubtful since it requires revealing vendor-specific model optimization information to other vendors. In addition, it is unclear how can distinguish model structure and model parameter, e.g. for binary format model. Moreover, most details of model transfer signaling belong to RAN2 scope such as model format and procedure. We should also note that there is no clear benefit/necessity of ‘model transfer’ for the agreed 6 sub-use-cases. Thus, we propose that RAN1 should focus on RAN1-specific issues only, e.g. model application timing when model is transferred to UE, or deprioritize level z considering the limited time for Rel-18.
Proposal #9: For collaboration level z, RAN1 should focus on RAN1-specific issues only or deprioritize it for further study.

Conclusion
In this contribution, the following proposals are provided.
Proposal #1: Support AI/ML functional framework for air interface.
· Modification from the functional framework in TR37.817 can be considered (e.g. removing actor function, adding model management function)
· Coordination with RAN2 is necessary for this topic
Proposal #2: Clarify that the key difference between model-based LCM and functionality-based LCM is on whether LCM signaling shall be triggered whenever status of model(s) is changed, e.g. via activation/deactivation/switching or not.
Proposal #3: Before going into details of LCM signaling, identify the case(s) when model-level LCM is needed and when it is not needed, i.e. functionality-based LCM is sufficient.
Proposal #4: Functionality-based LCM should be adopted as a baseline approach, which is applicable for most cases. On top of that, model-based LCM can be considered for some special cases, e.g. two-sided model and/or model transfer scenario, with more focused work scope.
Proposal #5: For UE-sided models, model selection/activation/deactivation/switching should be decided by the UE and no need to inform NW on the number of AI/ML models and the currently activated AI/ML model among them. Instead, UE may report updated UE capability/functionality and/or reliability/confidence of the reported values for NW to decide whether or not to use it. 
Proposal #6: For the granularity of functionality, start from FG defined for UE capability, and further consider whether a functionality can cover multiple performance reference of the same feature or not.
Proposal #7: Consider dynamic reconfiguration of UCI reporting for the case of functionality switch/update for the same sub-use-case.
Proposal #8: For two-sided models, model selection/activation/deactivation/switching can be decided by the NW. 
Proposal #9: For collaboration level z, RAN1 should focus on RAN1-specific issues only or deprioritize it for further study.
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