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Introduction
AI/ML for physical layer has gained tremendous interest in academic and industry research in recent years. The first 3GPP SI will study the use of AI/ML technology in air interface design, through three carefully selected use cases [1]. In addition to evaluation the potential gain of AI/ML based approach, potential specification impact will be identified through the study.  
1) Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback






AI based CSI enhancement is one of the key use cases which provide unique view on AI/ML for air interface framework. In this paper, we discuss the use case selection and potential specification impact for CSI compression and CSI prediction.   
Potential specification impact for CSI compression 
Training collaboration    
In RAN1 110, three different training collaboration has been defined. 
For training collaboration type 2, the UE generate target CSI and share the target CSI dataset to the NW for training purpose. For each epoch, the UE side and UW side needs to update the gradients. If the training procedure is done over the air interface, large amount of traffic and complicated co-ordination of training update is required. It is not necessary nor feasible to perform the type 2 training collaboration over 3GPP specified interface. Proprietary solutions based on multi-vendor agreement can always be done, but it is outside of 3GPP scope.  

In RAN1 111, it was concluded:
Conclusion

In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.








For model update, smaller data set can be used to update the previous trained model. However, for training collaboration type 2, the exchange over the air is the gradients which linearly scale with the number of epochs. Therefore even smaller dataset is used, the complexity and overhead for over the air update of training collaboration type II is still prohibitive. 

Proposal 1: Model update using training collaboration type 2 over 3GPP air interface incur high complexity and large overhead. It can be deprioritized for R18 study.  


In RAN1 112, a set of metrics are captured as conclusion for pros/cons analysis of different training collaboration type. 

Conclusion
In CSI compression using two-sided model use case, further discuss the pros/cons of different offline training collaboration types including at least the following aspects: 
· Whether model can be kept proprietary 
· Requirements on privacy-sensitive dataset sharing 
· Flexibility to support cell/site/scenario/configuration specific model
· gNB/device specific optimization – i.e., whether hardware-specific optimization of the model is possible, e.g. compilation for the specific hardware
· Model update flexibility after deployment
· feasibility of allowing UE side and NW side to develop/update models separately
· Model performance based on evaluation in 9.2.2.1
· Whether gNB can maintain/store a single/unified model
· Whether UE device can maintain/store a single/unified model
· Extendibility: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use 
· Whether training data distribution can be matched to the device that will use the model for inference
· Whether device capability can be considered for model development
· Other aspects are not precluded
· Note: training data collection and dataset/model delivery will be discussed separately 



























Table I summarizes the pros/cons of each training collaboration. 

Observation 1: 

Table I: Comparison of different training collaboration
.      
	   Training types


Characteristics
	Type 1
	Type 2
	Type 3
	Gradient exchange sequential

	
	NW-sided
	UE-sided
	
	NW first
	 UE first
	

	
	Device agnostic
	Device specific
	
	
	
	
	

	Whether model can be kept proprietary
	No
	No
	No
	Yes
	Yes
	Yes
	Yes

	Whether require privacy-sensitive dataset sharing
	No (Note 1)
	No (Note 1)
	No 
	No (Note 1)
	No (Note 1)
	No (Note 1)
	No (Note 1)

	Flexibility to support cell/site/scenario/configuration specific model
	Yes
	Yes
	Yes. With assisted information signaling. Less flexible than Type 1-NW side.
 
	Difficult
	Semi-flexible.
	Semi-flexible. With assisted information signaling
	Difficult

	Whether gNB/device specific optimization is allowed
	Restricted
	Restricted
	Restricted
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment
	Flexible
(note 4)
	Less flexible
than device agnostic  
	Conditional, flexible with assisted information (note 4)
	Not flexible
(note 4)
	Semi-flexible

	Conditional semi-flexible, with assisted information
(note 4)
	Not flexible
(note 4)

	Feasibility of allowing UE side and NW side to develop/update models separately
	Limited
(Note 2)  
	Limited
(Note 2)  
	Limited
(Note 2)  
	Infeasible
	Feasible
	Feasible
	 Infeasible

	Whether gNB can maintain/store a single/unified model for a CSI report configuration
	Yes
	Yes for CSI generation model
	No
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Whether UE device can maintain/store a single/unified model for a CSI report configuration
	No
	No
	Yes
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Extendibility: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use
	Limited  
(Note 2)
	Limited
(Note 2)
	Limited  
(Note 2)
	Limited
	Support
	Support
	Support

	Whether training data distribution can match the inference device
	
Conditional, with assisted information from UE for device specific model.
	Conditional, with assisted information from UE for device specific model.
	Yes
	Yes
	Conditional, with assisted information from UE for device specific model.
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	No
	Compatible
	Compatible 
	Compatible
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1



Note 1: Assume high accuracy PMI is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note 2: For example, after deploying model 1 on the UE side, a new UE model can be obtained by using model 1 as the teacher model and using knowledge distillation method. Model 1 can also refer to a nominal model while the real deployed model can be developed based on the nominal model. 
Note 3: Assume information on model structure is not required to be disclosed in training collaboration type 3. 
Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  
Note 5: Yellow highlighted rows are for further discussion.  

Data collection
In RAN1 112, UE side data collection and NW side data collection has been agreed. The container to transmit the ground truth CSI for NW side data collection was not part of the agreement though. For offline training, the ground truth CSI samples are delay tolerant, and the data collection framework is being actively discussed in RAN2. 

When NW side data collection used for performance monitoring, the data collection is much more delay sensitive comparing to offline training. Therefore L1 procedure can be considered as an option for performance monitoring. 

Proposal 2: Consider L1 signaling procedure for NW side data collection for performance monitoring.  
Inference operation    

UCI configuration and report:

How CSI report is configured from NW to UE, and what will be reported from UE to NW during inferencing is one of the key opening questions. A high level agreement was reached in RAN1 112. 

Agreement

In CSI compression using two-sided model use case, further study the following aspects for CSI configuration and report: 
· NW configuration to determine CSI payload size, e.g., possible CSI payload size, possible rank restriction and/or other related configuration.
· How UE determines/reports the actual CSI payload size and/or other CSI related information within constraints configured by the network.












There are many related issues which complicate the signaling design: 
· How the NW part model and UE part model are paired together and how to indicate which UE part model or NW part model to use. 
· Whether e-type 2 like principle is followed where rank 2, 3 and 4 has similar payload size. If support, how to support it. 
· Whether UE has the flexibility to select model-based channel statistics and rank, achieving similar functions as the e-type 2 codebook non-zero coefficients selection.
· The wide choices of models including layer common rank common, layer common rank specific, layer specific rank common, layer specific rank specific, rank specific and rank common models
· The wide range to achieve different CSI payload size: 
· By different AI models
· By same AI model with additional adaptation layer
· By different quantization size, codebook
· By puncturing/padding bits 
To flexible support different combination of choices, a list of related information can be RRC configured, with an identifier to indicate the configured list. For example, one RRC configured identifier can indicate: 
· Information used to ensure UE part and NW part model compatibility, such as a model ID. 
· Which model structure is used. For example, if layer common and rank specific model is used, configure the AI model used for each rank. 
· Rank 1: model a for layer 1
· Rank 2: model a/a for layer 1 and layer 2
· Rank 3: model b/b/b for layer 1 / 2 / 3 
· Rank 4: model b/c/d/e for layer 1/2/3 
· Methods to achieve CSI bit adaptability and the candidate bit value

With the RRC configures list and identifier, NW can configure one or multiple configuration to the UE. When multiple identifiers are configured, UE can choose one based on rank and channel information, and feedback the selected identifier to NW to align the NW part model for inferencing. 

Proposal 3: In CSI compression using two-sided model use case, further study the potential specification impact for CSI configuration and report: 

· For network configuration to determine CSI payload size, gNB can configure the UE with one or more identifiers 
· For UE determination/reporting of the actual CSI payload size, UE reports the selected RI and/or selected identifier.
· An identifier may be associated with the information of factors that represent a specific CSI payload size and/or model, e.g., UE part model compatible with the NW part model used by the gNB, rank value, quantization method/granularity, size of latent space from scalable dimensions for each layer, etc.

 
In legacy codebook design, up to 38 subbands can be configured for e-type II codebook. The number of subbands is the same as the number of frequency basis. For AI based CSI compression, when eigen-vectors are used, the size of input CSI to the AI model is related to the configured subbands. One simple way that have been evaluated is design AI model input size corresponding to the largest supported subbands, and when configured subband is smaller than max, padding zeros for model inferencing. This might not be an efficient solution since this results in the same CSI bits and higher model complexity. Another method is to allow size of subband be configurable to ensure the total number of subband is the same as input CSI dimension. 

Proposal 4: Further study other payload related aspects including how payload scales with number of subbands, number of ports, different payload configs, etc


Support of legacy CSI report principles 

In RAN1 112 meeting, it was agreed to further study whether some legacy MIMO feedback principles can be supported by AI based approach. 	

Agreement
In CSI compression using two-sided model use case, further study the feasibility and methods to support the legacy CSI reporting principles including at least: 
· The priority rule regarding CSI collision handling and CSI omission
· Codebook subset restriction
· CSI processing Unit










For AI based CSI compression with domain transformation pre-processing, where the input CSI is the precoding matrix represented using angular-delay domain projection, legacy CSI principle related to prioritization and CBSR can be applied to the input CSI directly. 

For AI based CSI compression without domain transformation pre-processing, different approaches are needed. For prioritization rule, in legacy codebook priority rule prioritize the W2 coefficients following layer > spatial basis > frequency basis order. When UCI payload size is limited, frequency basis with large index is first dropped, then spatial basis with large index, then layer. For AI based CSI compression, the frequency basis and spatial basis are essentially part of the AI model, where different payload size configuration will automatically extract different frequency and spatial basis, so CSI size adjustment can be achieved by adapting to different models. 

For codebook subset restriction, the eigen-vector can be projected to a subspace orthogonal to the restricted subspace, the projected eigen-vectors will be input to CSI generation model, to achieve the functionality of codebook subset restriction.  Note UCI payload size is not affected by the application of codebook subset restriction.   

For CSI processing unit, in legacy MIMO framework, the quantification of CSI processing complexity is quite coarse, CSI processing unit does not scale with the report complexity. For example, an e-type II CSI report takes 1 CPU as the L1-RSRP report for beam management, although e-type II codebook RI/PMI/CQ computation is much more complex than L1-RSRP measurement. If a similar rule is to apply, then one CPU is occupied per AI model regardless of AI complexity. It may not be desirable.   

Proposal 5: When domain transformation pre-processing is used, legacy CSI report principle can be applied to input CSI directly.  

Proposal 6: When domain transformation pre-processing is not used, 
· Prioritization rule is indirectly support by selecting different AI model with different UCI bit size. 
· CBSD can be supported by projecting the input CSI in the subspace orthogonal to restricted sub-space before AI model.  

Proposal 7: Further discuss whether legacy CPU principle can be reused for AI based CSI processing, as legacy CPU does not differentiate actual computation complexity of different CSI report quantity. 

Conclusion
In the paper, we discuss the potential specification impact on CSI compression and CSI prediction use case. The proposals are: 
Proposal 1: Model update using training collaboration type 2 over 3GPP air interface incur high complexity and large overhead. It can be deprioritized for R18 study.  

Proposal 2: Consider L1 signaling procedure for NW side data collection for performance monitoring.  

Proposal 3: In CSI compression using two-sided model use case, further study the potential specification impact for CSI configuration and report: 
· For network configuration to determine CSI payload size, gNB can configure the UE with one or more identifiers 
· For UE determination/reporting of the actual CSI payload size, UE reports the selected RI and/or selected identifier.
· An identifier may be associated with the information of factors that represent a specific CSI payload size and/or model, e.g., UE part model compatible with the NW part model used by the gNB, rank value, quantization method/granularity, size of latent space from scalable dimensions for each layer, etc.

Proposal 4: Further study other payload related aspects including how payload scales with number of subbands, number of ports, different payload configs, etc

Proposal 5: When domain transformation pre-processing is used, legacy CSI report principle can be applied to input CSI directly.  

Proposal 6: When domain transformation pre-processing is not used, 
· Prioritization rule is indirectly support by selecting different AI model with different UCI bit size. 
· CBSD can be supported by projecting the input CSI in the subspace orthogonal to restricted sub-space before AI model.  

Proposal 7: Further discuss whether legacy CPU principle can be reused for AI based CSI processing, as legacy CPU does not differentiate actual computation complexity of different CSI report quantity. 

Observation 1: 

Table I: Comparison of different training collaboration
.      
	   Training types


Characteristics
	Type 1
	Type 2
	Type 3
	Gradient exchange sequential

	
	NW-sided
	UE-sided
	
	NW first
	 UE first
	

	
	Device agnostic
	Device specific
	
	
	
	
	

	Whether model can be kept proprietary
	No
	No
	No
	Yes
	Yes
	Yes
	Yes

	Whether require privacy-sensitive dataset sharing
	No (Note 1)
	No (Note 1)
	No 
	No (Note 1)
	No (Note 1)
	No (Note 1)
	No (Note 1)

	Flexibility to support cell/site/scenario/configuration specific model
	Yes
	Yes
	Yes. With assisted information signaling. Less flexible than Type 1-NW side.
 
	Difficult
	Semi-flexible.
	Semi-flexible. With assisted information signaling
	Difficult

	Whether gNB/device specific optimization is allowed
	Restricted
	Restricted
	Restricted
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment
	Flexible
(note 4)
	Less flexible
than device agnostic  
	Conditional, flexible with assisted information (note 4)
	Not flexible
(note 4)
	Semi-flexible

	Conditional semi-flexible, with assisted information
(note 4)
	Not flexible
(note 4)

	Feasibility of allowing UE side and NW side to develop/update models separately
	Limited
(Note 2)  
	Limited
(Note 2)  
	Limited
(Note 2)  
	Infeasible
	Feasible
	Feasible
	 Infeasible

	Whether gNB can maintain/store a single/unified model for a CSI report configuration
	Yes
	Yes for CSI generation model
	No
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Whether UE device can maintain/store a single/unified model for a CSI report configuration
	No
	No
	Yes
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Extendibility: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use
	Limited  
(Note 2)
	Limited
(Note 2)
	Limited  
(Note 2)
	Limited
	Support
	Support
	Support

	Whether training data distribution can match the inference device
	
Conditional, with assisted information from UE for device specific model.
	Conditional, with assisted information from UE for device specific model.
	Yes
	Yes
	Conditional, with assisted information from UE for device specific model.
	Yes
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	No
	Compatible
	Compatible 
	Compatible
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1



Note 1: Assume high accuracy PMI is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note 2: For example, after deploying model 1 on the UE side, a new UE model can be obtained by using model 1 as the teacher model and using knowledge distillation method. Model 1 can also refer to a nominal model while the real deployed model can be developed based on the nominal model. 
Note 3: Assume information on model structure is not required to be disclosed in training collaboration type 3. 
Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  
Note 5: Yellow highlighted rows are for further discussion.  
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