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Introduction
Based on the discussion of last meeting [1], RAN1 focus on studying the potential spec impact of data collection, model inference and model monitoring. In this paper, we are going to describe our points in detail for these aspects.  
AI/ML for beam management enhancement
Model inference
To enhance the performance of AI-based beam management, the assistance information has been discussed in previous RAN1 meeting. However, due to the capability of UEs may be different, the types of assistance information provided by UEs are different. To avoid too many AI/ML models being deployed at gNB side for multi served UEs with different capabilities, a general model can be considered. A general model can support multi types of assistance information as input, although for some UEs with low capacity can’t provide all the input parameters, this model also can be used for beam prediction. As shown in Figure 1, three types of assistance information are supported by this model, and it still can work with some assistance information missing. At inference stage, gNB can indicate UE the requirement of model input based on the capability of UE.


Figure 1. AI/ML model working with missing assistance information

Proposal 1 : For NW-side model, support further study a general AI/ML model for the UEs with different capabilities. 

Based on above AI/ML model, UEs with different capabilities also can cooperate to report assistance information to NW. If some served UEs are in the same or similar channel environment, location or/and velocity, these UEs can be classified into one group. Not every UE need provide all the input parameters in the same group, the model may obtain enough input from the UE with high capabilities and the predicted result is applying for the whole group. Hence, the report overhead and computing power of NW are further saved to some extent by classification. 

Proposal 2 : For NW-side model, support further study the UEs with different capabilities collaborative reporting assistance information to NW. 

In the RAN1#110 meeting, there were some agreements about the relationship of Set A and Set B as follow.
	Agreement 
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.
Agreement
For the sub use case BM-Case2, further study the following alternatives:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same
· Note1: The beam pattern of Set A and Set B can be clarified by the companies.



As for Set A and Set B are the same in BM-Case2, there may be two situations, for example, one is shown in Figure 2, beam#2 and beam#4 are measured in each historic time instance for AI/ML model input, and the beams with same index are outputted. But	 the optimal beam is beam#3 in future time instance#1. It’s possible that we can’t obtain the optimal beam from the output of AI/ML model. Another situation is that it measures full set beams in each historical time instance and prediction results is also full set. Second situation causes the large overhead. Hence, we don’t think Alt.3 is a better option for BM-Case2. 
[image: ]
Figure 2. Set B same as Set A in BM-Case2
Especially, we can further study the AI/ML models for beam prediction at spatial and time domain joint work in the next stage, if so, Set A and Set B are the same is not flexible enough for it. For example, as shown in Figure 3， AI-S and AI-T represent the AI/ML models working for spatial and time domain separately. define T1 and T2 as the time window size of AI-T’s input and output, respectively. AI-S can be scheduled in T1 and collection each measurement results input to AI-T so that it needn’t measure any more for AI-T. Therefore, the same relationship between Set A and Set B for both use case 1 and 2 seems more feasible for joint work of two types of models. As the description above, we prefer the Alt.1 and Alt.2 for BM-Case2.  


Figure 3. joint work of AI-S and AI-T 

Proposal 3 : For the relationship between Set A and Set B, support both Alt.1 and Alt.2 for BM-Case1 and BM-Case2.
Proposal 4 : Support further study the joint work of beam prediction for time domain and spatial domain.

We noticed that although the output of AI/ML model can be beam index but there are different criteria of the predicted beam in BM-case1 and BM-case2 as proposed by different companies, such as high probability of best beam, beam dwelling time, etc. We think it’s necessary to define criterion for aligning assumption when companies evaluate performance. 
Mobility will bring frequent beam failure in mmWave. When beam failure happens, beam failure recovery process, similar to that in beam establishment, is executed by RSRP measurement of a set of reference signals corresponding to a set of beams. Frequent measurement of this set of beams incurs high power consumption at UE.
However, by using AI/ML model with beam measurements in previous time slots as the input, a set of candidate beams with higher probabilities of being the best beams in next time slot can be predicted. Then, through informing UE a subset of candidate beams by aperiodic CSI-RS resource set, UE can make measurements only on this subset of candidate beams which have higher probabilities to be selected.

Proposal 5 : For the output of AI/ML, should clearly indicate the criterion associated with the predicted beam ID in BM-case1 and BM-case2, for example, sum probabilities of being the best beams higher than a threshold, maximum dwelling time, maximum RSRP, etc. 
[bookmark: _Hlk68181041]
model monitoring
Some agreements for model monitoring were made in RAN1#112 meeting.
	Agreement 
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding NW-side performance monitoring, study the following aspects as a starting point including the study of necessity: 
· Configuration/Signaling from gNB to UE for measurement and/or reporting
· UE reporting to NW (e.g., for the calculation of performance metric) 
· Indication from NW for UE to do LCM operations 
· Other aspect(s) is not precluded
· Note1: At least the performance and reporting overhead of model monitoring mechanism should be considered

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding UE-side performance monitoring, study the following aspects as a starting point including the study of necessity and feasibility: 
· Indication/request/report from UE to gNB for performance monitoring 
· Note: The indication/request/report may be not needed in some case(s)
· Configuration/Signaling from gNB to UE for performance monitoring
· Other aspect(s) is not precluded




As for the monitoring, it should evaluate the gap between the prediction result and baseline, while the baseline can be obtained by current beam management mechanism. And then according to the monitoring result, some decisions need to be made, e.g., model update, model switch, model deactivation and so on. Accordingly, avoid unnecessary overhead and improve the monitoring performance, the performance metric, procedure and method for AI/ML monitoring can be researched.
For the performance metrics of AI/ML monitoring, Alt.1 is the most reliable than others, however, in our understanding, it should perform exhaustive sweeping to find the actual Top-K/1 beam and then evaluate the accuracy of prediction beam. Considering the time latency and measurement overhead, we don’t think it’s our best choice. Alt.3 is not clear for us, if we want to extract the feature of data distributes based on input and output, whether the large amount of data is needed or not. As for Alt.2, the worse link quality may not be caused by using predicted beam. But it can be the condition to trigger monitoring. using L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP as the prediction performance of AI/ML model is more feasible and lower complexity. Once the Top-K/1 prediction beams are inferred by AI/ML model, UE just need measure the corresponding K/1 beams instead of the full set. Based on the above analysis, we support the Alt.2 and Alt.4. 

Proposal 6 : Support Alt.2 and Alt.4 as the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2. 

In the data collection section, most companies thought the purposes of data collection can be for fine-tuning, monitoring and so on. However, considering the model monitoring, the mechanism of data collection may be a bit different from that of fine-tuning. Because we should follow the grid of AI/ML model output to collect data especially for BM-Case2. In BM-Case2, the output can be used for the multi future time instances, and the best predicted beam may have different dwelling time in each time instance. It can be illustrated by Figure. 4, T2 is the time window size of AI/ML output and there are N time instances corresponding different best predicted beam separately, Where D1, D2, …, Dn are the dwelling time of each predicted beam. To avoid measuring multi times within the dwelling time of same predicted beam, the timestamps should be aligned by gNB and UE before measurement, and timestamps can be calculated by the parameters of D and N. For example, for the UE-side model, the timestamps can be reported with predicted results, and then gNB indicates the configured RS resources to UE based on the timestamps related information when monitoring has been triggered. 


Figure 4. the output of AI/ML model in BM-Case2

As analyzed above, for the different purpose of data collection should be discussed separately. and regarding model monitoring, gNB can configure the RS resources based on the timestamps related information, where the timestamps related information can be calculated by predicted results of AI/ML model. 

Proposal 7 : For BM-Case2, gNB can configure the RS resources based on the timestamps related information for measurement when the model monitoring has already been triggered. 

Conclusions
Finally, allow us to repeat our proposals to draw attention.
Proposal 1 : For the relationship between Set A and Set B, support both Alt.1 and Alt.2 for BM-Case1 and BM-Case2.
Proposal 2 : Support further study the joint work of beam prediction for time domain and spatial domain.
Proposal 3 : For NW-side model, support further study a general AI/ML model for the UEs with different capabilities. 
Proposal 4 : For NW-side model, support further study the UEs with different capabilities collaborative reporting assistance information to NW. 
Proposal 5 : For output of AI/ML, should clearly indicate the criterion associated with the predicted beam ID in BM-case1 and BM-case2, for example, sum probabilities of being the best beams higher than a threshold, maximum dwelling time, maximum RSRP, etc. 
Proposal 6 : Support Alt.2 and Alt.4 as the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2. 
Proposal 7 : For BM-Case2, gNB can configure the RS resources based on the timestamps related information for measurement when the model monitoring has already been triggered. 
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