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1. Introduction

In last meeting, lots of agreements and observations have been achieved [1] as follows:

Agreement

For evaluation of both the direct AI/ML positioning and AI/ML assisted positioning, company optionally adopt delay profile (DP) as a type of information for model input.

· DP is a degenerated version of PDP, where the path power is not provided.

Agreement

For the evaluation of AI/ML based positioning, the study of model input due to different number of TRPs include the following approaches. Proponent of each approach provide analysis for model performance, signaling overhead (including training data collection and model inference), model complexity and computational complexity.

· Approach 1: Model input size stays constant as NTRP=18. The number of TRPs (N’TRP) that provide measurements to model input varies. When N’TRP < NTRP, the remaining (NTRP ( N’TRP) TRPs do not provide measurements to model input, i.e., measurement value is set to 0.

· Approach 1-A. The set of TRPs (N’TRP) that provide measurements is fixed.

· Approach 1-B. The set of TRPs (N’TRP) that provide measurements can change dynamically.

· Note: for Approach 1, one model is provided to cover the entire evaluation area.

· Approach 2: The TRP dimension of model input is equal to the number of TRPs (N’TRP) that provide measurements as model input. When N’TRP < NTRP, the remaining (NTRP ( N’TRP) TRPs are ignored by the given model. For a given AI/ML model, the set of TRPs (N’TRP) that provide measurements is fixed. 

· For Approach 2: one model can be provided to cover the entire evaluation area, which is equivalent to deploying N’TRP TRPs in the evaluation area for positioning if ignoring the potential inference from the remaining (18 ( N’TRP) TRPs.

· For Approach 2, if Nmodel (Nmodel >1) models are provided to cover the entire evaluation area, the total complexity (model complexity is the summation of the Nmodel models.
Agreement

In the evaluation of AI/ML based positioning, if N’TRP<18, the set of N’TRP TRPs that provide measurements to model input of an AI/ML model are reported using the TRP indices shown below.
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Agreement
For AI/ML assisted positioning with TOA as model output, study the impact of labelling error to TOA accuracy and/or positioning accuracy.

· The ground truth label error of TOA is calculated based on location error. The location error in each dimension of x-axis and y-axis can be modelled as a truncated Gaussian distribution with zero mean and standard deviation of L meters, with truncation of the distribution to the [-2*L, 2*L] range. 

· Value L is up to sources.

· Other models of labelling error are not precluded

· Other timing information, e.g., RSTD, as model output is not precluded.

Agreement
For AI/ML assisted positioning with LOS/NLOS indicator as model output, study the impact of labelling error to LOS/NLOS indicator accuracy and/or positioning accuracy.

· The ground truth label error of LOS/NLOS indicator can be modelled as m% LOS label error and n% NLOS label error.
· Value m and n are up to sources.

· Companies consider at least hard-value LOS/NLOS indicator as model output.
Agreement
For the evaluation of AI/ML based positioning method, the measurement size and signalling overhead for the model input is reported. 

Observation
For AI/ML based positioning method, companies have submitted evaluation results to show that for their evaluated cases, for a given company’s model design, a lower complexity (model complexity and computational complexity) model can still achieve acceptable positioning accuracy (e.g., <1m), albeit degraded, when compared to a higher complexity model. 

Note: For easy reference, sources include CMCC (R1-2303228), InterDigital (R1-2303450), Ericsson (R1-2302335), Huawei/HiSilicon (R1-2302362), CATT (R1-2302699), Nokia (R1-2302632).

Observation
For direct AI/ML positioning, for L in the range of 0.25m to 5m, the positioning error increases approximately in proportion to L, where L (in meters) is the standard deviation of truncated Gaussian Distribution of the ground truth label error.  

Observation 

For AI/ML assisted positioning, evaluation results have been provided by sources for label-based model monitoring methods. With TOA and/or LOS/NLOS indicator as model output, the estimated ground truth label (i.e., TOA and/or LOS/NLOS indicator) is provided by the location estimation from the associated conventional positioning method. The associated conventional positioning method refers to the method which utilizes the AI/ML model output to determine target UE location. 

Note: Sources include vivo (R1-2302481), MediaTek (R1-2303340), Ericsson (R1-2302335)
Observation

For both direct AI/ML and AI/ML assisted positioning, evaluation results have been provided by sources to demonstrate the feasibility of label-free model monitoring methods.

Note: Sources include vivo (R1-2302481), CATT (R1-2302699), MediaTek (R1-2303340), Ericsson (R1-2302335), Nokia (R1-2302632).
Observation

For both direct AI/ML and AI/ML assisted positioning, evaluation results submitted to RAN1#112bis show that with CIR model input for a trained model,

· For two SNR/SINR values S1 (dB) and S2 (dB), S1>=S2 + 15 dB,  positioning error of a model trained with data of S1 (dB) and tested with data of S2 (dB) is more than 5.75 times that of the model trained and tested with data of S1 (dB).

· For two SNR/SINR values S1 (dB) and S2 (dB), S1<=S2 – 10 dB, the generalization performance of a model trained with data of S1 (dB) and tested with data of S2 (dB) is better than the performance of a model trained with data of S2 (dB) and tested with data of S1 (dB). Positioning error of a model trained with data of S2 (dB) and tested with data of S1 (dB) is more than 2.97 times that of the model trained with data of S1 (dB) and tested with data of S2 (dB).

Note: here the positioning error is the horizonal positioning error (meters) at CDF=90%.

Observation

For direct AI/ML positioning, based on evaluation results of timing error in the range of 0-50 ns, when the model is trained by a dataset with UE/gNB RX and TX timing error t1 (ns) and tested in a deployment scenario with UE/gNB RX and TX timing error t2 (ns), for a given t1,

· For a case evaluated by a given source, the positioning accuracy of cases with t2 smaller than t1 is better than the cases with t2 equal to t1. For example,

· For the case of (t1, t2)=(50ns, 30ns), evaluation results submitted to RAN1#112bis show the positioning error of (t1, t2)=(50ns, 30ns) is 0.82~0.86 times that of (t1, t2)=(50ns, 50ns).

· For the case of (t1, t2)=(50ns, 0ns), evaluation results submitted to RAN1#112bis show the positioning error of (t1, t2)=(50ns, 0ns) is 0.80~0.82 times that of (t1, t2)=(50ns, 50ns).

· For a case evaluated by a given source, the positioning accuracy of cases with t2 greater than t1 is worse than the cases with t2 equal to t1. The larger the difference between t1 and t2, the more the degradation. For example,

· For the case of (t1, t2)=(0ns, 10ns), evaluation results submitted to RAN1#112bis show the positioning error of (t1, t2)=(0ns, 10ns) is 1.25~18.7 times that of (t1, t2)=(0ns, 0ns).

· For the case of (t1, t2)=(0ns, 50ns), evaluation results submitted to RAN1#112bis show the positioning error of (t1, t2)=(0ns, 50ns) is 3.5~18.3 times that of (t1, t2)=(0ns, 0ns).

Note: here the positioning error is the horizonal positioning error (meters) at CDF=90%.
Observation

For direct AI/ML positioning, based on evaluation results of network synchronization error in the range of 0-50 ns, when the model is trained by a dataset with network synchronization error t1 (ns) and tested in a deployment scenario with network synchronization error t2 (ns), for a given t1,

· For a case evaluated by a given source, the positioning accuracy of cases with t2 smaller than t1 is better than the cases with t2 equal to t1. For example,

· For the case of (t1, t2)=(50ns, 10ns), evaluation results submitted to RAN1#112bis show the positioning error of (t1, t2)=(50ns, 10ns) is 0.74~0.83 times that of (t1, t2)=(50ns, 50ns).

· For the case of (t1, t2)=(50ns, 0ns), evaluation results submitted to RAN1#112bis show the positioning error of (t1, t2)=(50ns, 0ns) is 0.73~0.82 times that of (t1, t2)=(50ns, 50ns).

· For a case evaluated by a given source, the positioning accuracy of cases with t2 greater than t1 is worse than the cases with t2 equal to t1. The larger the difference between t1 and t2, the more the degradation. For example,

· For the case of (t1, t2)=(0ns, 10ns), evaluation results submitted to RAN1#112bis show the positioning error of (0ns, 10ns) is 1.17~9.5 times that of (0ns, 0ns).

· For the case of (t1, t2)=(0ns, 50ns), evaluation results submitted to RAN1#112bis show the positioning error of (0ns, 50ns) is 10~40 times that of (0ns, 0ns).

Note: here the positioning error is the horizonal positioning error (meters) at CDF=90%.

In this contribution, we will provide some initial evaluation results on AI/ML for positioning accuracy enhancement.
2. Discussions 
2.1 Evaluation methodology
The basic simulation assumptions for AI/ML based positioning are listed in Table 1 followed the agreed simulation assumptions in previous meetings. The evaluation scenario is InF-DH FR1 with high cluster density {60%, 6m, 2m}. The dataset size for training and testing is 15000 and 5000 separately. 
Table 1 simulation assumptions
	
	 FR1 Specific Values

	Channel model
	InF-DH

	Layout 
	Hall size
	InF-DH: 

(baseline) 120x60 m

	
	BS locations
	18 BSs on a square lattice with spacing D, located D/2 from the walls.

-
for the small hall (L=120m x W=60m): D=20m
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	Room height
	10m

	Total gNB TX power, dBm
	24dBm



	gNB antenna configuration
	(M, N, P, Mg, Ng) = (4, 4, 2, 1, 1), dH=dV=0.5λ – Note 1

Note: Other gNB antenna configurations are not precluded for evaluation

	gNB antenna radiation pattern
	Single sector – Note 1

	Penetration loss
	0dB

	Number of floors
	1

	UE horizontal drop procedure
	Uniformly distributed over the horizontal evaluation area for obtaining the CDF values for positioning accuracy, The evaluation area should be selected from

- the whole hall area, and the CDF values for positioning accuracy is obtained from whole hall area.

	UE antenna height
	Baseline: 1.5m 

	UE mobility
	3km/h 

	Min gNB-UE distance (2D), m
	0m

	gNB antenna height
	Baseline: 8m

	Clutter parameters: {density [image: image4.png]
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}
	High clutter density: 

- {60%, 6m, 2m}

	Note 1:
According to Table A.2.1-7 in TR 38.802


2.2 Evaluation results
The evaluation results for direct AI/ML positioning are provided in excel sheet. CIR is used as AI model input for training and inference. The details of the CIR to describe the time-domain channel between one gNB. One Sample includes the CIR information from one UE to 18 gNB. Performance of CNN based AI model and CNN+ CR_CBAM_Block based AI model (proposed in the 3rd WAIC with best score) are provided . All samples have ground truth coordinate label and the training and test samples from the same drop. The horizontal positioning accuracy at CDF=90% is about 0.65m with simple CNN model. With CNN+CR_CBAM_Block model, the horizontal positioning accuracy at CDF=90% could reach 0.046m. Even with partial ground truth label, the horizontal positioning accuracy at CDF=90% could reach 0.493m with CNN+CR_BAM_Block model.
Observation 1: The horizontal positioning accuracy of direct AI/ML positioning with complex model (CNN+ CR_CBAM_Block) could be 0.046m at CDF=90% when all samples in training dataset have ground truth label without model generalization.
Observation 2: For AI/ML based directly positioning method, a lower complexity (CNN based) model can still achieve acceptable positioning accuracy (e.g., <1m), when compared to a higher complexity model.
Observation 3: The horizontal positioning accuracy of direct AI/ML positioning could be 0.493m at CDF=90% when partial samples (1000 samples out of 150000 samples) in training dataset have ground truth label and semi-supervised learning is used.
3. Conclusion
In summary, we provide initial evaluation results on direct AI/ML positioning and the following observations are achieved:
Observation 1: The horizontal positioning accuracy of direct AI/ML positioning with complex model (CNN+ CR_CBAM_Block) could be 0.046m at CDF=90% when all samples in training dataset have ground truth label without model generalization.
Observation 2: For AI/ML based directly positioning method, a lower complexity (CNN based) model can still achieve acceptable positioning accuracy (e.g., <1m), when compared to a higher complexity model.
Observation 3: The horizontal positioning accuracy of direct AI/ML positioning could be 0.493m at CDF=90% when partial samples (1000 samples out of 150000 samples) in training dataset have ground truth label and semi-supervised learning is used.
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