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1. Introduction

In last meeting, the following agreements have been achieved [1].
Agreement
The study of AI/ML based CSI compression should be based on the legacy CSI feedback signaling framework. Further study potential specification enhancement on 

· CSI-RS configurations (No discussion on CSI-RS pattern design enhancements)

· CSI reporting configurations 

· CSI report UCI mapping/priority/omission

· CSI processing procedures.   

· Other aspects are not precluded. 
Agreement
In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on triggering and means for reporting the monitoring metrics, including periodic/semi-persistent and aperiodic reporting, and other reporting initiated from UE.
Agreement
In CSI prediction using UE-side model use case, whether to address the potential spec impact of CSI prediction depends on RAN#100 final conclusion, focusing on the following
· data collection procedure, mainly including RS configuration, measurement and report configuration, resusing as much as possible what is defined for UE side use cases

· monitoring procedure and metric for AI-based CSI prediction.

· Model/functionality selection/switching and finetuning procedure.

· Note: Discussion on potential specification impact is limited to aspects which would NOT duplicate the work in Rel-18 MIMO WI.

· Note: Minimize LCM related potential specification impact discussion that follow the high-level principle of other one-sided model sub-cases.  

Agreement
In CSI compression using two-sided model use case, for NW-side monitoring, further study the necessity, feasibility and potential specification impact to enable performance monitoring using an existing CSI feedback scheme as the reference.

· The association between AI/ML scheme and existing CSI feedback scheme for monitoring
· Note: The metric for monitoring and comparison includes intermediate KPI and eventual KPI.

· Other aspects are not precluded.

Conclusion

In CSI compression using two-sided model use case, gradient-exchange based sequential training over the air interface is deprioritized in R18 SI.   

Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact of the following aspects related to the ground truth CSI format for NW side data collection for model training:   

·        Scalar quantization for ground-truth CSI
·       FFS: any processing applied to the ground-truth CSI before scalar quantization, based on evaluation results in 9.2.2.1
·        Codebook-based quantization for ground-truth CSI
·       FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1

· Number of layers for which the ground truth data is collected. And whether UE or NW determine the number of layers for ground-truth CSI data collection.

Agreement
In CSI compression using two-sided model use case, further study  the necessity and potential specification impact on quantization alignment, including at least: 

·       For vector quantization scheme, 

· The format and size of the VQ codebook

· Size and segmentation method of the CSI generation model output 

·       For scalar quantization scheme,

· Uniform and non-uniform quantization

· The format, e.g., quantization granularity, the distribution of bits assigned to each float.

· Quantization alignment using 3GPP aware mechanism.

In this contribution, we will provide some discussions on AI/ML for CSI feedback.
2. Discussions 
2.1 Training collaboration
In last meeting, there are intensive discussions on training collaboration comparison. The proposed observation 2-1-1 is listed as follow. 

In CSI compression using two-sided model use case, the following table capture the pros/cons of different offline training collaboration types:  

	
       Training types

Characteristics
	Type 1
	Type 2
	Type 3

	
	NW-sided
	UE-sided
	
	NW first
	 UE first

	Whether model can be kept proprietary
	No
	No
	Yes
	Yes (Note 3)  
	Yes (Note 3)

	Whether require privacy-sensitive dataset sharing
	No (Note 1)
	No
	No (Note 1)
	No (Note 1)
	No (Note 1)

	Flexibility to support cell/site/scenario/configuration specific model
	Yes
	Yes. With assisted information signaling. Less flexible than Type 1-NW side.


	Difficult
	Semi-flexible.
	Semi-flexible. With assisted information signaling

	Whether gNB/device specific optimization is allowed
	Restricted
	Restricted
	Yes
	Yes
	Yes

	Model update flexibility after deployment
	Flexible

(note 4)
	Conditional, flexible with assisted information (note 4)
	Not flexible

(note 4)
	Semi-flexible

	Conditional semi-flexible, with assisted information

(note 4)

	Feasibility of allowing UE side and NW side to develop/update models separately
	Limited

(Note 2)  
	Limited 

(Note 2)
	Infeasible
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model for a CSI report configuration
	Yes No
	No
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Whether UE device can maintain/store a single/unified model for a CSI report configuration
	No
	Yes
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1

	Extendibility: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use
	Limited  

(Note 2)
	Limited

(Note 2)
	Limited
	Support
	Support

	Whether training data distribution can match the inference device
	Conditional, with assisted information from UE for device specific model. 
	Yes
	Restricted
	Conditional, with assisted information from UE
	Yes

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Yes for device specific model. No for device-agnostic model. 
	Limited Yes
	Compatible 
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1


Note 1: Assume high accuracy PMI is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 

Note 2: For example, after deploying model 1 on the UE side, a new UE model can be obtained by using model 1 as the teacher model and using knowledge distillation method. Model 1 can also refer to a nominal model while the real deployed model can be developed based on the nominal model. 
Note 3: Assume information on model structure is not required to be disclosed in training collaboration type 3. 

Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  
Note 5: Yellow highlighted rows are for further discussion.  

The proposed table provides a good comparison for different training types. Each row in the table provides the relative difficulty level of various training methods to achieve the same functionality. The comparison is basically clear based on existing discussions. Assistant information is also listed in some items, which needs further discussion on the details and specification impacts. There are some debates on Whether gNB can maintain/store a single/unified model for a CSI report configuration for Type 1 NW side training. If gNB training a two-sided model for all UEs with the same applicable conditions, the answer should be yes, while for UEs with different applicable conditions, the answer might be no. 
Proposal 1:  Proposed observation 2-1-1(v3) in last meeting is agreeable. 

Proposal 2: If further proposals based on the proposed table, Type 1 NW-side and type 3 NW/UE first training should be considered with higher priority. 

2.2 Data collection

For two-sided AI/ML model training, dataset construction process should be considered. The dataset for NW side data collection for model training could be composite of the ground truth feedback data from UE and offline data from field test, synthetic data or historic data. The ground truth CSI for NW side data collection for model training requires a large amount of data from UE and the data transfer should be based on RRC signaling. The detail format of ground truth CSI for NW could refer to the design of collaboration Type 3.

Proposal 3: The detail format of ground truth CSI for NW could refer to the design of collaboration Type 3.
The number of layers for which the ground truth data is collected should be determined. The format of ground truth CSI for NW should allow the indication of the numbers of layers and related data numbers for each layer. For model training at NW, NW could have the flexibility to decide the details design of AI/ML model and related dataset for training. NW could inform UE about the maximum number of layers for ground truth CSI feedback to avoid unnecessary overhead. 

Proposal 4: NW could inform UE about the maximum number of layers for ground truth CSI feedback.
2.3 Model monitoring, update

Intermediate KPI should be used for model monitoring. Both NW-side and UE-side monitoring should be considered. Especially, when UE-side has reconstruction part, there are more options for performance monitoring. For NW-side monitoring, periodical/non-periodical target CSI with realistic channel estimation feedback from UE could be considered. Considering the decision of two-side model updating/switching/fallback will be made by NW, NW-side monitoring should be considered as baseline for model monitoring. UE-side monitoring based on the output of the CSI reconstruction model at the UE-side or indicated by the NW from the network side could be considered as assistant. 

Proposal 5: NW-side monitoring target CSI with realistic channel estimation feedback from UE could be considered as baseline for AI/ML model monitoring. 

Proposal 6: UE-side monitoring based on the output of the CSI reconstruction model at the UE-side or indicated by the NW from the network side could be considered as assistant.

In addition to periodical/non-periodical target CSI with realistic channel estimation feedback from UE, existing CSI feedback scheme could also be considered for comparison. If the intermedia KPI of existing scheme is better than AI schemes, some follow up operation could be considered. 

2.4 Applicable conditions
In 9.2.1, applicable conditions for functionality and AI/ML model have been agreed and the details could be discussed in each sub-use-case agenda. The detail design of applicable conditions should consider the requirements of LCM process, e.g. data collection, model training/inference/monitoring/switching/updating. For CSI compression, MIMO related configurations, application scenario(s), model training type and payload size could be considered as starting point. Considering the definition of applicable condition should be part of UE capacity, the final decision could be made in RAN2.
Proposal 7: As for the conditions for functionality-based/model-ID-based LCM, MIMO related configurations, application scenario(s), model training type and payload size could be considered as starting point. 
3. Conclusion
In summary, the following observations and proposals are provided:
Proposal 1:  Proposed observation 2-1-1(v3) in last meeting is agreeable. 

Proposal 2: If further proposals based on the proposed table, Type 1 NW-side and type 3 NW/UE first training should be considered with higher priority. 

Proposal 3: The detail format of ground truth CSI for NW could refer to the design of collaboration Type 3.
Proposal 4: NW could inform UE about the maximum number of layers for ground truth CSI feedback.
Proposal 5: NW-side monitoring target CSI with realistic channel estimation feedback from UE could be considered as baseline for AI/ML model monitoring. 

Proposal 6: UE-side monitoring based on the output of the CSI reconstruction model at the UE-side or indicated by the NW from the network side could be considered as assistant.

Proposal 7: As for the conditions for functionality-based/model-ID-based LCM, MIMO related configurations, application scenario(s), model training type and payload size could be considered as starting point. 
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