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1 Introduction
In RAN1 112bis-e meeting, the following conclusion, agreements and working assumptions have been achieved [1]. In this contribution, we provide our views on general aspects of AI/ML framework, in particular on lifecycle management (LCM).
	Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.

Conclusion
From RAN1 perspective, it is clarified that an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.
· When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.

Agreement
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.

Working Assumption
The definition of ‘AI/ML model transfer’ is revised (marked in red) as follows:
	AI/ML model transfer
	Delivery of an AI/ML model over the air interface in a manner that is not transparent to 3GPP signaling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.


 
Working Assumption
	Model selection
	The process of selecting an AI/ML model for activation among multiple models for the same AI/ML enabled feature.
Note: Model selection may or may not be carried out simultaneously with model activation
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2.1 Lifecycle management (LCM)
LCM Framework
Previous meetings discussed several aspects about the architecture of the AI/ML LCM where several companies brought their understanding to the table. We think that following architecture diagram provides a substantial understanding of the AI/ML framework and does not complicate the discussion by unnecessary details. 
The location of each of the indicated nodes can be defined based on the use case. For example, for the case of network-based monitoring and two-sided AI/ML model, the Model Inference and Model Management blocks are located at the gNB. 
One point to note is that this is a functional framework of logical blocks where one or more logical blocks can be located within a single entity. For example, a UE may contain Data Inference, Data Collection, and Model Storage for the case of UE sided beam prediction. Further, some of these blocks may be out of 3GPP scope depending on the eventual agreement (e.g., Model Training). 
Further, the interactions between the given blocks may or may not have impact on 3GPP signalling depending on the location of these blocks. For example, the “monitoring data” interaction between UE located Data Collection and gNB located Model Management may require 3GPP signalling enhancements. But for UE based monitoring, this may or may not require any standards assistance. Hence, further discussion may be required for the details of the framework per AI/ML use case. 
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Figure 1 AI/ML Framework Description
Proposal 1: Adopt Figure 1 as starting point for discussion for AI/ML functional framework and discuss the potential enhancements to support different use cases/variations of AI/ML models.
Model-ID-based LCM and Functionality-based LCM
Two different LCM frameworks, model-ID-based LCM and functionality-based LCM are under active discussions in several meetings, but the relationship between them are still FFS. To our understanding, if both LCM frameworks will be supported eventually, maybe we don’t need to discuss the relationship since they may work independently. If the two LCM frameworks would work jointly, the granularities of different terminologies may be ordered as the following: sub-use-case >= functionality >= AI/ML model.
On the other hand, if only one LCM framework will be supported eventually, we prefer to support model-ID-based LCM since functionality-based LCM may not be able to support all collaboration levels between NW and UE, especially for level Z with model transfer. It could be difficult to deliver or to transfer multiple models for the same functionality without involving model ID. To have one and only complete solution, model-ID-based LCM should be given a higher priority.
Observation 1: Functionality-based LCM only may not work well to support model transfer.
Proposal 2: Study model-ID based lifecycle management with a higher priority.
For a two-sided AI/ML model (e.g., for the use case of CSI compression), since NW part (e.g., CSI reconstruction part) and UE part (e.g., CSI generation part) may not be trained jointly, for example, via model training collaboration type 2 or 3, and multiple NW parts and UE parts may be trained even for one AI/ML model. In this case, as a part of the model ID, identification of NW parts and UE parts may also be useful. Meanwhile, additional procedures may apply to select one of NW parts to be best matched with one of the UE parts before effective Model Inference. 
Proposal 3: For a two-sided model, study methods to align NW part and UE part of one AI/ML model, e.g., including NW part ID and UE part ID as parts of the model ID.
Model training, model interference and data collection
While for offline AI/ML model training the datasets can be established and maintained in a non-real-time manner, it is our understanding that online training, or at least online fine-tuning should also consider online data collection. Therefore, methods to include real-world data into datasets for AI/ML model training or model update, particularly the testing datasets, should be also studied. At least two methods can be considered for dataset construction for online AI/ML model training, one is to collect measurement and reported data via legacy BM framework, CSI framework and positioning framework, the other is to adopt Generative Adversarial Networks (GAN)-like data sample generation and to validate the generated data sample by measurement and reporting via air-interface. Studies are needed to identify whether the legacy CSI/BM/positioning framework can be sufficient for online data collection.
Proposal 4: Study whether and how the legacy CSI framework, BM framework and positioning framework can provide sufficient data for model training (including fine-tuning) and model inference.
Multiple alternatives can be considered to use the legacy CSI/BM/positioning framework to support data collection for AI/ML model training, inference, monitoring, and so on. A hierarchical structure could be useful to link the AI/ML framework and the legacy CSI/BM/positioning framework. Take CSI as an example, one method is to configure one legacy CSI ReportConfig for each stage of LCM of an AI/ML model, as shown in the figure (a) below. The other is to use RRC to reconfigure the target AI/ML model and LCM stage for a legacy CSI ReportConfig, as shown in the figure (b) below.
[image: ]
Figure 2 using legacy CSI framework to collected data needed for an AI/ML model
 (a) dedicated ReportConfig for LCM; (b) defining the target LCM for one ReportConfig
Clearly, above alternatives have their own pros and cons in terms of complexity, flexibility, requirement on UE capability, latency, as well as the spec impact. Therefore we have the following proposal.
Proposal 5: Study a hierarchical structure to configure the linkage between the AI/ML framework and the legacy CSI/BM/positioning framework. 
[bookmark: OLE_LINK174][bookmark: OLE_LINK175]Model selection, activation, deactivation, switching, and fallback
More than one AI/ML models may be trained specifically for different configurations or different scenarios, even for the same functionality. Although model ID can be used to indicate model selection, activation/deactivation, switching with explicit LCM signalling, adaptive selection of applied AI/ML model can greatly reduce signalling overhead, and possibly latency. For example, if different AI/ML models are available for LOS/NLOS, high/low SINR, high/low velocity, more/less antenna ports/beams respectively, model switching can be adaptive to the change of configurations or the detection of change of the scenarios.
Proposal 6: Study adaptive model selection, activation, deactivation, switching, and fallback without explicit LCM signaling.
As most mechanisms currently assumed for model selection/activation/deactivation is by using UE dedicated signalling which can result in significantly high overhead and increased burden on network management, we might also consider the mechanisms by which some of AI/ML models can be activated autonomously e.g. based on broadcast signalling. For example, UE can get information about the AI/ML model to be activated through broadcast signalling (e.g., SIB) and can activate the model on its own if no additional information is required from the network for model selection. This would be beneficial for AI/ML models whose parameters are mainly derived based on network characteristics for e.g. beam prediction. Even though details of the signalling can be discussed in RAN2, RAN1 can still study and recommend applicability of autonomous AI/ML model activation.
Proposal 7: Study autonomous model activation procedure for AI/ML models with assistance of network broadcast signaling.
Model monitoring
As discussed, if more than one AI/ML models are available for the same functionality, LCM would be extended to multi-model management. On the other hand, usually one of the AI/ML models is applied for model inference. When the applied AI/ML model cannot meet the performance requirement, for example, model failure is declared, model switching might be needed. To determine which model would be the better one to use, a test procedure can be done by comparing the model inference performance of multiple candidate models. To accelerate the procedure, monitoring of multiple AI/ML models for the same functionality can be considered. In this case, model switching can be done right after or even before the real model failure occurs, by comparing the monitoring results of multiple candidate models.
Proposal 8: Consider to support model monitoring of multiple AI/ML models for the same functionality.
Further, for UE to perform model monitoring for multiple AI/ML models/functionalities, the basic assumption which needs to be confirmed is that monitoring of an AI/ML model/functionality can be performed without activation of the model. This implies an operation where UE uses an AI/ML model/functionality generates associated output of the AI/ML model and reports the value to network without using the output for its radio operation. For instance, if a model X is used for model monitoring without activation for CSI compression use case, then UE can report the inference output of model X to the network (e.g., using RRC signalling), while actual CSI report transmission is either performed using legacy mechanism or using a different AI/ML model Y.
Given that such a monitoring operation without activation does not impact radio performance of the UE (e.g., throughput, RLF, etc), the performance of the monitored AI/ML model can only be identified based on ground truth measurements by UE and inference output. Hence, necessary mechanisms for the UE reporting procedure should be studied for model monitoring without activation. Further, such an option would also impact the signalling design for supporting activation and monitoring where different options can be possible for an AI/ML model/functionality.
· Scenario-1: AI/ML model/functionality is activated and configured for monitoring.
· Scenario-2: AI/ML model/functionality is activated without monitoring operation.
· Scenario-3: AI/ML model/functionality is configured for monitoring without activation.
Proposal 9: Support configuring an AI/ML model functionality for monitoring without activation. Further study impact on UE reporting procedure for monitoring and LCM signaling design.
For AI/ML model performance feedback, methods should be identified to support the monitoring of AI/ML model performance and the required feedback signalling. In previous meetings, companies agreed to study the AI/ML model monitoring based on inference accuracy, system performance, data distribution, applicable condition and so on.
It can be observed that each method has its own application scenario, since the cause of model failure may be different. Supporting more than one of monitoring methods seems inevitable. If the monitoring method is determined at NW, configuration information of model monitoring method should be provided to UE. If the monitoring method is determined at UE solely, together with the model monitoring results, it may report the applied monitoring method, or it may report the cause of model failure if the model monitoring results implying the model has been failed.
Proposal 10: Information of model monitoring methods can be provided to NW or UE. If model failure occurs, the cause of model failure may also be reported.
Among multiple candidate monitoring methods, AI/ML model inference accuracy is one of the fundamental criteria for the performance of AI/ML models. To assess the accuracy, comparisons between AI/ML inference output and the ‘ground truth’ are needed. However, one reasonable assumption is that a reduced version of reference signals and correspondingly a reduced version of measurement and reports will be applied during the model inference stage, which may cause difficulties to obtain the ‘ground truth’. For example, in a compressed CSI feedback use case, there might be no original CSI report during model inference stage. Another example, in a beam selection use case, with less BM RS transmitted in the model inference stage, there might be no chance to measure the real optimal beam. Therefore, studies are needed to identify methods of ‘ground truth’ data collection to compare the model inference results and the real-world results. As a starting point, as also shown in Fig. 2, we may need to study whether and how the legacy CSI framework, BM framework and positioning framework can be used for ground truth data collection, for example, by configuring periodic measurement and report without AI/ML during model inference stage.
Proposal 11: For model monitoring based on inference accuracy, study methods of ‘ground truth’ data collection. 
[bookmark: _GoBack]For the case of UE sided monitoring, the common understanding is that UE determines if the model is performing sufficiently well or not. For UE to determine this UE needs to compare the model output or UE radio performance against a given threshold. For instance, UE may compare the AI/ML prediction accuracy against a threshold to determine if the model is performing well. There have been discussions in the past where such threshold conditions can be provided to the UE during model identification. However, as each AI/ML model/functionality performance may vary between one cell to another based on various deployment and configurational considerations, it becomes complex to define a single threshold value which is applicable to any cell site for an AI/ML model/functionality. Hence, even for UE sided model monitoring, it is very crucial for network to provide a criterion by which UE can determine whether an AI/ML model is working correctly or if any action needs to be taken. Several criteria can be provided by network covering different radio performance parameters. For example, for beam prediction use case, network may provide criteria of prediction accuracy as well as number criteria of beam failure indications. Upon meeting one of such a threshold, the UE can report the model failure as discussed above and can also include the information on criteria which led to the model failure.
Proposal 12: For UE-based monitoring, network should be able to configure one or more criteria to UE per AI/ML model/functionality to allow UE to determine model failure.
Moreover, it is expected that for UE sided monitoring, if the model fails or if model is not performing well then, the report may need to be provided to the network with minimal latency, especially for the AI/ML models which are delay sensitive (e.g., channel reporting). Hence, L1/L2 based mechanisms framework should be defined to allow reporting from UE to network about model failure or deteriorating model performance to reduce the delay as much as possible. If L1/L2 based mechanism is defined then signalling overhead is a serious concern and hence further discussion is required on the information content which can be included within L1/L2 signalling. 
Proposal 13: Study L1/L2 based mechanism for UE reporting of model failure for UE sided model monitoring.
It also needs to be discussed whether determining such a failure of AI/ML model operation, should UE autonomously deactivate/switch the model or should UE wait for network feedback/reconfiguration for model deactivation/switch. For some of the use cases where change in model/functionality leads to physical layer reconfiguration/procedures (e.g., for deactivation of CSI compression), it is essential that UE should wait for the feedback from the network. However, some other use cases (like beam prediction), UE can potentially deactivate the model without requirement of network feedback as deactivating the model immediately for such cases may reduce the chance of UE losing network connection. Hence, further study and discussion is required on the UE procedure upon detection of model failure.
Proposal 14: For UE sided monitoring, study UE procedure for AI/ML model/functionality handling when UE reports an AI/ML model failure.
Model update
In the process of model monitoring, when the model performance (e.g., accuracy of model inference) is detected to deteriorate, it may be essential to perform model updating. For example, UE or gNB can optimize the existing model in combination with the latest local or field data (e.g., fine-tuning). Optionally, UE or gNB can switch to another model (e.g., for better generalization performance). Specifically, the first method requires longer processing delay, but the performance of the updated model may be better. For the second method, although the performance of the new model switched may not be as good as that of the optimized model, it can save the delay of model updating (e.g., fine-tuning). But multiple models may need to be allocated to the target case in advance for the second method. In addition, there may be other potential methods to achieve model updating. Therefore, the reasonable methods on model updating should be studied to ensure normal model inference and the updating of AI/ML model should cause as less interruption of AI/ML model inference as possible.
Proposal 15: Study the methods to update AI/ML model with minimum interruptions of AI/ML model inference. 
For functionality-based LCM, considering that functionality refers feature/FG enabled by configurations based on conditions indicated by UE capability, it is unclear and requires more studies on how to perform model update of a specific AI/ML model, in particular if UE could not develop the model itself and needs to download from NW.
For model-ID based LCM, it was also clarified that an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation. However, if there are multiple physical models with the same ID, it is unclear how to update one specific model. For the cases that NW develops AI/ML models and then transfers to UE, or two-sided models are developed by both NW and UE, additional information may be provided to UE on how it should perform model update.
Observation 2: Functionality (or Feature), or logic model ID may not work well to support model update from NW to UE.
Proposal 16: In addition to Functionality (or Feature) and logical model ID, study whether additional information needs to be provided to UE on which model is to be updated.
Model transfer
Three different collaboration levels are defined for now, mainly based on with/without model transfer. There has been significant discussion about the applicability of level z collaboration which requires model transfer within scope of 3GPP. Although, model transfer may not hold significance for the case when model training is performed at UE with minimal network involvement, we believe that model transfer with some 3GPP network assistance could be beneficial for the case of two-sided model or when some form of online training is performed for an AI/ML model which requires network involvement and control during training. For such cases, network is expected to be aware of the specifics of AI/ML model which would run at UE and hence a natural way to transfer the model to UE should have at least some form of network involvement. Hence, model transfer with 3GPP network assistance should be studied at least for two-sided AI/ML model or when online training is required for an AI/ML model.
Proposal 17: Study AI/ML model transfer with 3GPP network assistance at least for the case of two-sided AI/ML model or when online training is required for an AI/ML model.
Even though the signalling for model transfer should be handled by RAN2, RAN1 is expected to be involved in at least studying and agreeing on the format to be used for model transfer. For model transfer, there are several options which have been discussed till now including vendor specific format, executable format and any other open format e.g. Open Neural Network Exchange (ONNE) or 3GPP defined format. While vendor specific format and executable format allows usage of vendor specific proprietary algorithms, they do not allow any 3GPP network control on model development and fine tuning. Using an open format removes this disadvantage where 3GPP network has the understanding of model inputs and parameters and if any issue is identified by the gNB/3GPP network during model operation related to an input parameter then appropriate hyperparameters can be adjusted to allow for correct model (re)training. Hence, our preference is to support open AI/ML format for model transfer. The details for the format e.g. whether 3GPP defined or whether an existing format like ONNE should be used and supporting vendor specific proprietary algorithms, can be further discussed. 
Proposal 18: Study AI/ML model transfer using open AI/ML format. FFS details of open format, support of vendor specific algorithms.
UE Capability
In the last meetings, companies concluded that RAN1 study considers ML TOP/FLOP/MACs as KPIs for computational complexity for inference. While those KPIs are needed for performance evaluation, they are also closely related to implementation. Especially for AI/ML model deployed at UE, it may not be proper to ask UE to reveal its computation capability in TOP/FLOP/MACs. UE capability of conducting AI/ML operations is obviously bounded by its implemented hardware, software and power consumption and so on. It is also possible that the AI/ML computation capability is shared among AI/ML for air-interface and AI/ML for other non-communication functions. Excessive AI/ML computations may drain UE battery and also cause the overheating issues on the device and therefore degrade the communication performance. 
As discussed above, AI/ML models for different use cases may be implemented simultaneously on the same UE. For example, it is nature for a MIMO UE to support both AI/ML models for CSI and for BM. Studies are needed to assign the limited AI/ML capability to different use cases. Instead of exact values in terms of ML TOP/FLOP/MACs, a logic concept of AI/ML processing units (APUs) can be used in spec to reflect UE capability on AI/ML operations. UE could report the supported number of APUs via capability reporting. Each AI/ML model may occupy different number of APUs depending the size of AI/ML model and the total number of APUs occupied simultaneously cannot exceed the UE supported maximum number. The relationship between ML TOP/FLOP/MACs and one APU can be UE specific based on implementation and not shared with NW.
Proposal 19: Introduce AI/ML processing units (APUs) to reflect UE capability of AI/ML operations.
In addition, as discussed in Section 2.1.5 on model monitoring, considering multiple candidate AI/ML models to be monitored in parallel, UE capability on the supported number of models for parallel model monitoring is needed. Meanwhile, considering the different candidate monitoring methods, UE capability on the supported methods of model monitoring can also be reported.
Proposal 20: Support UE capability reporting on the supported number of AI/ML models for parallel model monitoring and on the supported methods for model monitoring.

2.2 Collaboration level between network and UE
Further, to our understanding, many use cases to be discussed in RAN1 can be categorized into level y: signalling-based collaboration without model transfer, which suggests that this definition of collaboration level may be too broad and cannot represent the different characteristics of AI/ML models applied for different use cases. 
For the selected use cases, it can be observed that at least two collaboration (sub-)levels can be studied without consideration of model transfer (e.g., for the level y).
1) One-sided AI/ML model. AI/ML models are deployed solely at gNB or at UE but exchange of assistance information is required. For example, in beam management use case, to predict future beams, AI/ML model might be deployed at gNB side and UE may need to feedback the correctness of predicted beams. This type of AI/ML operation requires relatively loose collaboration between UE and gNB. 
2) Two-sided AI/ML model. AI/ML models are split into multiple parts and both gNB and UE are involved in training the AI/ML model. For example, in the CSI feedback enhancement use case, to reduce CSI feedback overhead, autoencoder-like AI/ML model based compression and recovery can be applied, where UE is the encoder, gNB is the decoder and a joint AI/ML model training and a joint AI/ML model inference are expected. This type of AI/ML operation requires tight collaboration between UE and gNB since intermediate data (e.g., compressed CSI/PMI) needs to be exchanged.
Proposal 21: Support to define network-UE collaboration levels based on one-sided AI/ML model or two-sided AI/ML model.

3 Conclusion
In this contribution, we provided our views on Rel-18 study on AI/ML for air-interface, and we have the following observations and proposals:
Observation 1: Functionality-based LCM only may not work well to support model transfer.
Observation 2: Functionality (or Feature), or logic model ID may not work well to support model update from NW to UE.
Proposal 1: Adopt Figure 1 as starting point for discussion for AI/ML framework and discuss the potential enhancements to support different use cases/variations of AI/ML models.
Proposal 2: Study model-ID based lifecycle management with a higher priority.
Proposal 3: For a two-sided model, study methods to align NW part and UE part of one AI/ML model, e.g., including NW part ID and UE part ID as parts of the model ID.
Proposal 4: Study whether and how the legacy CSI framework, BM framework and positioning framework can provide sufficient data for model training (including fine-tuning) and model inference.
Proposal 5: Study a hierarchical structure to configure the linkage between the AI/ML framework and the legacy CSI/BM/positioning framework. 
Proposal 6: Study adaptive model selection, activation, deactivation, switching, and fallback without explicit LCM signaling 
Proposal 7: Study autonomous model activation procedure for AI/ML models with assistance of network broadcast signaling.
Proposal 8: Consider to support model monitoring of multiple AI/ML models for the same functionality.
Proposal 9: Support configuring an AI/ML model functionality for monitoring without activation. Further study impact on UE reporting procedure for monitoring and LCM signaling design.
Proposal 10: Information of model monitoring methods can be provided to NW or UE. If model failure occurs, the cause of model failure may also be reported.
Proposal 11: For model monitoring based on inference accuracy, study methods of ‘ground truth’ data collection. 
Proposal 12: For UE-based monitoring, network should be able to configure one or more criteria to UE per AI/ML model/functionality to allow UE to determine model failure.
Proposal 13: Study L1/L2 based mechanism for UE reporting of model failure for UE sided model monitoring.
Proposal 14: For UE sided monitoring, study UE procedure for AI/ML model/functionality handling when UE reports an AI/ML model failure.
Proposal 15: Study the methods to update AI/ML model with minimum interruptions of AI/ML model inference. 
Proposal 16: In addition to Functionality (or Feature) and logical model ID, study whether additional information needs to be provided to UE on which model is to be updated.
Proposal 17: Study AI/ML model transfer with 3GPP network assistance at least for the case of two-sided AI/ML model or when online training is required for an AI/ML model.
Proposal 18: Study AI/ML model transfer using open AI/ML format. FFS details of open format, support of vendor specific algorithms.
Proposal 19: Introduce AI/ML processing units (APUs) to reflect UE capability of AI/ML operations.
Proposal 20: Support UE capability reporting on the supported number of AI/ML models for parallel model monitoring and on the supported methods for model monitoring.
Proposal 21: Support to define network-UE collaboration levels based on one-sided AI/ML model or two-sided AI/ML model.
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