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Discussion
1      Introduction

In RAN1#112b-e, companies reached some agreements and conclusions on the potential specification impact. Following agreements and conclusions were extracted from the chair’s notes [1] and discussion summary from the moderator [2].
	Agreement
The study of AI/ML based CSI compression should be based on the legacy CSI feedback signaling framework. Further study potential specification enhancement on 

· CSI-RS configurations (No discussion on CSI-RS pattern design enhancements)

· CSI reporting configurations 

· CSI report UCI mapping/priority/omission

· CSI processing procedures.   

· Other aspects are not precluded. 

Agreement
In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on triggering and means for reporting the monitoring metrics, including periodic/semi-persistent and aperiodic reporting, and other reporting initiated from UE.
Agreement
In CSI prediction using UE-side model use case, whether to address the potential spec impact of CSI prediction depends on RAN#100 final conclusion, focusing on the following
· data collection procedure, mainly including RS configuration, measurement and report configuration, resusing as much as possible what is defined for UE side use cases

· monitoring procedure and metric for AI-based CSI prediction.

· Model/functionality selection/switching and finetuning procedure.

· Note: Discussion on potential specification impact is limited to aspects which would NOT duplicate the work in Rel-18 MIMO WI.

· Note: Minimize LCM related potential specification impact discussion that follow the high-level principle of other one-sided model sub-cases.  

Agreement
In CSI compression using two-sided model use case, for NW-side monitoring, further study the necessity, feasibility and potential specification impact to enable performance monitoring using an existing CSI feedback scheme as the reference.

· The association between AI/ML scheme and existing CSI feedback scheme for monitoring
· Note: The metric for monitoring and comparison includes intermediate KPI and eventual KPI.

· Other aspects are not precluded.

Agreement

In CSI compression using two-sided model use case, further study the necessity and potential specification impact of the following aspects related to the ground truth CSI format for NW side data collection for model training:   

· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization, based on evaluation results in 9.2.2.1
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1

· Number of layers for which the ground truth data is collected. And whether UE or NW determine the number of layers for ground-truth CSI data collection.

Agreement

In CSI compression using two-sided model use case, further study  the necessity and potential specification impact on quantization alignment, including at least: 

· For vector quantization scheme, 

· The format and size of the VQ codebook

· Size and segmentation method of the CSI generation model output 

· For scalar quantization scheme,

· Uniform and non-uniform quantization

· The format, e.g., quantization granularity, the distribution of bits assigned to each float.

· Quantization alignment using 3GPP aware mechanism.

Conclusion

In CSI compression using two-sided model use case, gradient-exchange based sequential training over the air interface is deprioritized in R18 SI. 


In this contribution, we provide our views of two main sub-use cases within the use case of CSI feedback enhancement with AI/ML, namely CSI feedback compression with two-sided models and CSI prediction.
2      CSI compression with two-sided models
2.1     Training collaboration
In previous RAN1 meeting, the AI/ML model training collaboration types and their spec impacts have been discussed widely by many companies, and have following conclusion:

	Conclusion

In CSI compression using two-sided model use case, further discuss the pros/cons of different offline training collaboration types including at least the following aspects: 

· Whether model can be kept proprietary 

· Requirements on privacy-sensitive dataset sharing 

· Flexibility to support cell/site/scenario/configuration specific model

· gNB/device specific optimization – i.e., whether hardware-specific optimization of the model is possible, e.g. compilation for the specific hardware

· Model update flexibility after deployment

· feasibility of allowing UE side and NW side to develop/update models separately

· Model performance based on evaluation in 9.2.2.1

· Whether gNB can maintain/store a single/unified model

· Whether UE device can maintain/store a single/unified model

· Extendability: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use 

· Whether training data distribution can be matched to the device that will use the model for inference

· Whether device capability can be considered for model development

· Other aspects are not precluded

· Note: training data collection and dataset/model delivery will be discussed separately 


In the last RAN1 meeting, the pros/cons of different training collaboration types for CSI compression has been discussed widely by many companies. Having that in mind, as some of the given aspects refer to very similar issues, we would like to further summarize the pros/cons of different training collaboration types, as follows:
	General aspects
	Type 1
	Type 2
	Type 3

	Model performance
	optimal
	suboptimal 
	There are some losses in some cases. Optimal in some other cases

	Whether model can be kept proprietary
	No
	Yes
	Yes

	Flexibility issues (model update after development)
	Yes, New model can be flexibly transferred to UE when UE enters a new cell/site/scenario/ etc.
	No
	No

	Whether dataset can be kept proprietary
	No
	No
	No

	Overhead
	Model transfer
	N/A
	Dataset tansfer

	Extendibility
	NW-sided Support, UE-sided restricted
	Support
	Support

	Software/hardware compatibility 
	Compatibility issue exists
	Free of compatibility issue
	Free of compatibility issue

	Whether training data distribution can match the inference device
	NW-sided restricted, UE-sided yes
	Restricted
	NW-sided restricted, UE-sided yes

	Whether NW can maintain/store a single/unified model
	No
	Yes
	Restricted

	Feasibility of allowing UE side and NW side to develop/update models separately)
	Non-isolable
	Non-isolable
	Isolable

	Whether UE device can maintain/store a single/unified model
	Yes
	Yes
	Yes


2.2     Data collection

Since the AI/ML-based is data-driven, the quality of dataset can significantly contribute to the performance of the AI/ML model in principle. In summary, data collection purpose can be different, including:
· Model offline training 

· Performance monitoring

For data collection schemes, as follows:

· NW side data collection 

· UE side data collection 
In the previous meeting, it has been agreed that data collection in CSI compression will be studied in UE side data collection enhancement and NW side data collection enhancement. The enhancement of CSI-RS has been discussed widely by many companies, of which the necessity almost reaches consensus. However, the latency requirement of different data collection purpose are generally different. And need to further study.
For model training, offline training are generally non real time and the training data collection is triggered in a quite infrequent manner. But enhanced CSI-RS need to be considered specifically for the data collection procedure to generate the dataset with more accurate ground-truth CSI as samples. Then by using the more accurate ground-truth CSI to develop an AI/ML model or improve the existing ones. 
For model monitoring, when the throughput of the UE running a specific UE part/UE side model suddenly degrades, gNB has to fast identity what is the reason of the performance degradation as soon as possible. Thus, real time reporting is necessary. Then gNB can trigger the monitor of the intermediate KPI afterwards. If it is due to the failure of the UE part/UE side model, gNB can disable it immediately; otherwise gNB can preclude the factor of AI/ML and may need to adjust the gNB strategies of scheduling, Fine-tuning can can be performed to adjust the model's parameters and improve its accuracy.
Observation 1: The latency requirement of different data collection purpose is generally different. E.g., model training are generally non real time, real time reporting is necessary for model performance monitoring. 
When model training or monitoring is performed at NW side, UE needs to measure the configured CSI-RS and then report the ground-truth CSI to NW. Besides, the overhead of the ground-truth label transmitted over the air-interface is a huge challenge if the ground-truth CSI is raw channels/eigenvectors. Since model training are generally non real time and the training data collection is triggered in a quite infrequent manner, thus, the ground-truth CSI can be reported by physical layer signalling or in RRC signaling. If the ground-truth CSI is reported by physical layer signaling, legacy CSI feedback framework can be reused. If the ground-truth CSI is reported by RRC signaling, a batch of ground-truth CSI samples can be reported together. For the two schemes, design of signalling for triggering data collection can be different. For RRC-based ground-truth CSI reporting, if supported, new triggering mechanism is needed.
Proposal 1: In CSI compression using two-sided model use case, ground-truth CSI reporting for NW side data collection for model training can be supported by both of physical layer signalling and RRC signalling.
Proposal 2: If RRC-based ground-truth CSI reporting is supported, new triggering mechanism should be needed.
2.3     Model monitoring
The model performance monitoring for CSI compression has been discussed widely by many companies. In this part, we would like to present our understanding of how performance monitoring is done for CSI compression. According to the discussions in previous meeting, following monitoring metrics have been given by companies: 
1) Intermediate KPIs as monitoring metrics (e.g., SGCS); 

2) Eventual KPIs as monitoring metrics (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK); 
3) Input and/or output data drift.
Intermediate KPIs and eventual KPIs has been discussed widely by many companies, of which the necessity almost reaches consensus. However, for input or output data based monitoring, if there is data drift between training dataset and observed dataset, or the distribution of monitored input data is detected that is very different from the distribution of training data, which may result in degraded inference performance. Having that in mind, the distribution of input data would also impact the performance of AI/ML models, thus, the distribution of input data can be further studied and can be used as an assistance information for model switching/selection. However, how the AI/ML performance is reflected by the input/output data distribution, what metrics can be adopted for evaluating the feature of monitored data, and need FFS.
Proposal 3: The input or output data based monitoring can be used as an assistance information for model switching/selection, and need FFS.
3      CSI prediction with one-sided model

3.1     Training style
Based on the position of training and inference, three types of training collaboration were agreed for CSI compression with two-sided model in RAN1 110. In our views, the AI-based CSI prediction can be further divided into UE-side training case and NW-side training case. UE-side training requires the UE to have capability for training and keep enough computing and storage resources. NW-side training requires the collaborated data collection and model transfer between UE and NW.

Proposal 4: In CSI prediction using one-sided model use case, further study potential specification impact of the following UE-side training case and NW-side training case:
· Case 1:  Both training and inference at UE-side without model transfer

· Case 2: Training at NW-side and inference at UE-side with model transfer, e.g., the model structure, model parameters, etc.
Proposal 5: Further study potential specification impact of the procedure of NW-side training and UE-side training based CSI prediction, including data transfer, model transfer, monitoring and adjustments.
The UE will report the capability of CSI prediction model (processing time, max future predicted time step, etc.) to NW. Furthermore, NW and UE should also need to align their time regarding the time of historical CSI and future CSI prediction. Therefore, more study is needed to understand how to define “time ID” so that the NW and UE can have same understanding of the time for historic CSI measurement and future CSI prediction so that sufficient time can be given to the UE to provide the predicted CSI. 
Proposal 6: For the UE based CSI prediction, potential specification impact including UE capability signalling, NW and UE’s alignment on prediction related time domain configuration information.
3.2     Data collection
For CSI time prediction model training, the collection of CSIs includes two parts, e.g., the collection of historical CSIs and the collection of future CSIs. Whether it is historical CSIs or future CSIs, the continuity and sequential order of CSIs in one sample should be guaranteed, which impacts the storage of CSIs and the reporting mode of CSIs to the NW (if needed). Therefore, CSIs can be reported with “time ID” information.
Proposal 7: Reporting of the CSIs with “time ID” information can be supported so as to guarantee the continuity and sequential order for data collection of historical CSIs or future CSIs.
4      Conclusions
In this contribution, we discuss the general aspects on CSI feedback enhancement based on AI/ML model. Following observations and proposals are made:
Observation 1: The latency requirement of different data collection purpose generally different. E.g., model training are generally non real time, real time reporting is necessary for model performance monitoring. 
Proposal 1: In CSI compression using two-sided model use case, Ground-truth CSI reporting for NW side data collection for model training can be supported by both of physical layer signalling and RRC signalling.

Proposal 2: For RRC-based ground-truth CSI reporting, new triggering mechanism is needed.
Proposal 3: The input or output data based monitoring can be used as an assistance information for model switching/selection, and need FFS.
Proposal 4: In CSI prediction using one-sided model use case, further study potential specification impact of the following UE-side training case and NW-side training case:
· Case 1:  Both training and inference at UE-side without model transfer

· Case 2: Training at NW-side and inference at UE-side with model transfer, e.g., the model structure, model parameters, etc.
Proposal 5: Further study potential specification impact of the procedure of NW-side training and UE-side training based CSI prediction, including data transfer, model transfer, monitoring and adjustments

Proposal 6: For the UE based CSI prediction, potential specification impact including UE capability signalling, NW and UE’s alignment on prediction related time domain configuration information.
Proposal 7: Reporting of the CSIs with “time ID” information can be supported so as to guarantee the continuity and sequential order for data collection of historical CSIs or future CSIs.
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