3GPP TSG RAN WG1 #113                                        R1-2304768
Incheon, Korea, May 22nd – May 26th, 2023

Agenda Item:	9.2.4.1
Source:		Fujitsu
Title:	Discussions on evaluation results of AIML positioning accuracy enhancement
Document for:	Discussion/Decision
Introduction
There are many simulation results submitted in the previous several RAN1 meetings for AI/ML positioning enhancements, covering multiple aspects such as fundamental performance evaluation under different scenarios and configurations for both direct and assisted AI/ML positioning methods, advanced performance evaluation when imperfections introduced, model generalization performance evaluation under multiple conditions, and model fine-tuning performance. So far almost every aspect of AI/ML positioning has been done, only some minor cases left for companies to evaluate optionally. In this contribution, we present our additional comments and summary on the evaluation results obtained based on the recent agreements made in last RAN1 # 112 and #112 bis-e meeting.

Discussions
In the previous RAN1 #112bis-e meeting [1], the following agreements have been made.
	Agreement
For AI/ML assisted positioning with TOA as model output, study the impact of labelling error to TOA accuracy and/or positioning accuracy.
· The ground truth label error of TOA is calculated based on location error. The location error in each dimension of x-axis and y-axis can be modelled as a truncated Gaussian distribution with zero mean and standard deviation of L meters, with truncation of the distribution to the [-2*L, 2*L] range. 
· Value L is up to sources.
· Other models of labelling error are not precluded.
· Other timing information, e.g., RSTD, as model output is not precluded.

Agreement
[bookmark: _Hlk132894047]For AI/ML assisted positioning with LOS/NLOS indicator as model output, study the impact of labelling error to LOS/NLOS indicator accuracy and/or positioning accuracy.
· The ground truth label error of LOS/NLOS indicator can be modelled as m% LOS label error and n% NLOS label error.
· Value m and n are up to sources.
· Companies consider at least hard-value LOS/NLOS indicator as model output.



Typically, to monitor the AI/ML model performance, ground truth labels must be collected as reference, however, it is very difficult to obtain error-free labels for positioning cases. Therefore, some label-free monitoring methods can be used to perform the model monitoring. However, before discussing the performance of the label-free monitoring methods, we suggest that some basic consensuses have to be aligned first such as:
· The KPI to evaluate the performance of the model monitoring.
· The baseline method for starting the model monitoring performance evaluation.
· The final purpose for evaluating the model monitoring performance.

A. The KPI to evaluate the performance of the model monitoring.
Unlike the basic AI/ML training/inference performance evaluation, the very straightforward KPI is to figure out the positioning accuracy of the AI/ML model, i.e., to fine the difference between the ground truth label and the model inferred values. However, for the model monitoring performance evaluation, it is difficult to determine a single KPI to indicate the success or failure of the model monitoring. Here we list some of the potential KPIs for model monitoring performance evaluation:
1) Continue to use positioning accuracy as the only KPI:
One possible label-free method for model monitoring is to use some intermediate values such as RSTD, LOS/NLOS indicator or RSRP to deduce the potential positioning ground truth labels, so basically this “label-free” is equivalent to label-based model monitoring, positioning accuracy can still be used as model monitoring KPI.
2) Successful rate of model monitoring follow-up actions:
The purpose of performing model monitoring is to check if the model is still useful in the current scenario, so basically if the model can still be working then no switching actions will be made, and if the model fails to meet the requirements of current application, it has to be switched to another AI/ML model or conventional methods to continue the positioning process. Therefore, the model monitoring has become one duo-classification or multi-classification task, the KPI for evaluating classification problem can be TP/TN/FP/FN or cross entropy possibilities.
3) Other metrics for label-free model monitoring:
We have noticed that some companies (e.g., VIVO) had proposed some method to monitor model performance by using input data, and some new metrics per algorithm have been proposed. However, these metrics are algorithm-specific, and has not been validated across companies, dataset, or scenarios, so if new metrics which are heavily dependent on algorithms will be adopted, an alignment among companies are necessary.
Proposal 1 Before evaluating the performance of the model monitoring, the evaluation methodology and the KPI have to be discussed and aligned among companies, especially for introducing new metrics for label-free model monitoring.

B. The baseline method for starting the model monitoring performance evaluation.
The baseline method is suggested to help companies to evaluate the model monitoring from a same starting line, just like the necessity to align the KPI, if there is no baseline method provided, different companies may give completely different ways of the evaluation and the results are non-comparable among companies, then these evaluations may lose the generality and become meaningless.
Proposal 2 Study the baseline method for model monitoring performance evaluation in order to achieve comparable results among companies. 

C. The final purpose for evaluating the model monitoring performance.
Another minor issue is why we need to evaluate the model monitoring, in CSI feedback and beam management, there is no similar issue proposed. We suppose it is because the accurate labels are difficult to be obtained so accurate model monitoring can hardly be achieved for AI/ML positioning, if so, it is necessary to develop alternative ways such as label-free method to support better model monitoring, and there should be some discussions in agenda item 9.2.4.2 for the potential specification impact to support the new model monitoring mechanism.
Observation 1 It seems that the label-free model monitoring issue should be discussed more in potential specification impact rather than evaluation methodology.

From our point of view, we suggest having the second option (successful rate) mentioned above and the following label-free model monitoring methods are proposed to have further study. 
· Applicability condition for AI/ML models
If one AI/ML is applicable under all scenarios, then there is no need to do any model monitoring actions, so the model applicability is the root cause for the bad performance of one AI/ML model. For positioning use case, the applicability condition can be related to the input data e.g., peak distribution of CIR/PDP/RSRPP, statistics of RS configuration, or geometric range of data collection.
· Statistics of the historical monitoring results
A potential mechanism to collect historical monitoring results to assist the real-time model monitoring is possible, since positioning final output is highly visible, not only the personal users but also industrial applications can provide feedbacks for the model performance, the gNB or LMF can collect huge numbers of feedbacks from multiple UEs, PRUs or other equipment, and one local historic monitoring database will be available for further model monitoring reference. The signaling and procedure for the maintenance of the database can be further studied.
Proposal 3 For the label-free model monitoring for positioning method, study at least the following methods:
· AI/ML model applicability condition information.
· Historical model monitoring results.
 
Conclusion
Based on the above discussions, we give the following observations and proposals:

Observations
[bookmark: _Hlk127535993]Observation 1 It seems that the label-free model monitoring issue should be discussed more in potential specification impact rather than evaluation methodology.

Proposals
Proposal 1 Before evaluating the performance of the model monitoring, the evaluation methodology and the KPI have to be discussed and aligned among companies, especially for introducing new metrics for label-free model monitoring.
Proposal 2 Study the baseline method for model monitoring performance evaluation in order to achieve comparable results among companies. 
Proposal 3 For the label-free model monitoring for positioning method, study at least the following methods:
· AI/ML model applicability condition information.
· Historical model monitoring results.

Reference
[1] R1-2212845, “Session notes for 9.2 (Study on AI/ ML for NR air interface)”, Ad-hoc Chair (CMCC), RAN1 #111, Toulouse, France, November 14th – 18th, 2022


Appendix
The feature lead has announced to collect simulation results by aligned Excel files and suggested not to put same results in the contribution Word file, but the Excel files do not include CDF figures, so we keep this part in the appendix. The appendix shows the previous simulation results on AI/ML positioning.
A.1 Direct AI method basic performance
Figure A-1 shows the performance of the direct AI and conventional DL-TDOA methods for positioning.
[image: 图表

描述已自动生成]
Figure A-1	Positioning accuracy CDF of direct AI and DL-TDOA

The percentiles for both the AI and Non-AI methods simulation results are listed in Table A-1 below:

Table A-1 Simulation results percentiles of the direct AI method and non-AI DL-TDOA

	
	50%
	67%
	80%
	90%

	Direct AI
	2.51
	3.25
	4.08
	5.42

	Non-AI DL_TDOA
	8.97
	12.55
	17.32
	23.13



A.2 Assisted AI method basic performance
Figure A-2 shows the performance of the indirect AI and conventional DL-TDOA methods for positioning.
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Figure A-2	Positioning accuracy CDF of indirect AI and DL-TDOA

The percentiles for both the AI and Non-AI methods simulation results are listed in Table A-2 below:
Table A-2 Simulation results percentiles of the indirect AI method and non-AI DL-TDOA

	
	50%
	67%
	80%
	90%

	Indirect AI
	4.12
	5.61
	7.24
	10.05

	Non-AI DL_TDOA
	8.97
	12.55
	17.32
	23.13



A.3 Model generalization and fine-tuning
The simulation results are shown below in figure A-3:
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Figure A-3 Simulation results of direct AI/ML methods for perfect and imperfect synchronizations under original trained and fine-tuned models

The dubbing of the figure legend is similar to our previous contributions, the explanation table can be seen below in table A-3.
Table A-3 The explanation of the legend of figure A-3
	pp
	AI/ML model trained with dataset of perfect sync and inferred with dataset of perfect sync.

	ss
	AI/ML model trained with dataset of sync error and inferred with dataset of sync errors.

	sp
	AI/ML model trained with dataset of sync error and inferred with dataset of perfect sync.

	ps
	AI/ML model trained with dataset of perfect sync and inferred with dataset of sync errors.

	ps_ft
	AI/ML model trained with dataset of perfect sync and fine-tuned with dataset of sync errors.

	sp_ft
	AI/ML model trained with dataset of sync error and fine-tuned with dataset of perfect sync.



A.4 Simulation parameters
Table A-4-1	Fine-tuning on sync error dataset based on perfect timing original model.
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Fine-tune
	Test
	Train
	Fine-tune
	test
	Model complexity
	Computation complexity
	AI/ML

	CIR
	UE location
	UE location
	662
Perfect
timing
	662
Sync
Error
	662
Sync
Error
	30000
	3000
	6000
	Num of parameters < 1.5M
	FLOPS
1.14M
	Before ft: 19m
After ft: 11.6m



Table A-4-2	Fine-tuning on perfect timing dataset based on sync error original model.
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Fine-tune
	Test
	Train
	Fine-tune
	test
	Model complexity
	Computation complexity
	AI/ML

	CIR
	UE location
	UE location
	662
Sync
Error
	662
Perfect
timing
	662
Perfect
timing
	30000
	3000
	6000
	Num of parameters < 1.5M
	FLOPS
1.14M
	Before ft: 13.6m
After ft: 7.9m
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